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FOREWORD
The Office of Aviation Medicine has now conducted seven workshops on Human Factors in
Maintenance and Inspection.  Participation began with approximately 30 participants in late
1988 to over 140 registrants at this meeting.  The workshops have earned a reputation as a
definitive source of reliable information about improving human performance in maintenance.
The workshops have continued to provide a reasonable blend of human factors scientific
principles with "real-world" maintenance practices.  Thus, the meetings have served a broad
range of personnel from academics to aviation maintenance technicians and their managers.

This meeting provided a progress report on the research including basic scientific studies, like
hangar illumination, to practical applications, like development of a training simulation.
Managers from U.S. airlines described their success stories on involving the workforce to define
goals and develop processes to improve and measure maintenance productivity.  The Department
of Defense reported on Air Force automated performance support systems for maintenance
technicians.

The meeting permitted a review of progress and helped to set priorities for future research. The
Office of Aviation Medicine greatfully acknowledges the technical guidance our research team



has received from FAA, DoD, other government agencies, and the aviation industry.  Under such
guidance and cooperation the research will continue to study and enhance human performance in
aviation maintenance and inspection.

William T. Shepherd, Ph.D.
Office of Aviation Medicine

Federal Aviation Administration

EXECUTIVE SUMMARY
The seventh in a series of two-day workshops on Human Factors in Maintenance and Inspection
was held in Atlanta, Georgia in August 1992.  The workshop theme was "Science, Technology,
and Management".  The workshop reviewed the research program of the FAA Office of Aviation
Medicine.  The majority of the workshop presentations were progress reports from various
members of the research team.  Industry and Department of Defense personnel also reported on
topics related to the workshop theme.

Science

The scientific reports were provided primarily by the University staff members of the research
team.  These reports covered topics related to human information processing and error
classification, human factors of information display, an experimental evaluation of training for
visual inspection, a field study of maintenance workplace illumination, and a case study of
maintenance work control cards.  There was also a presentation on development and evaluation
of a real-time decision support system.  The National Plan for Aviation Human Factors was also
presented.  The scientific research has provided sound principles upon which technology has
been developed and tested.

Technology

The technology reports described software and hardware systems that have been developed to
support aviation maintenance and inspection.  These reports covered topics related to the
application of advanced technology for job aiding, training, and on-line information systems.
The systems described provide support to the U.S. Air Force maintenance technicians, FAA
electronics technicians, and airline environmental control maintenance technicians.

Management

Innovations in management have had a positive impact on the effectiveness and efficiency of
maintenance.  Two airlines reported on programs that increased the participation of aviation
maintenance technicians in planning and decision making.  The programs and preliminary results



are also reported. 

INTRODUCTION
This report presents the proceedings of the seventh in a series of meetings sponsored by the
Federal Aviation Administration (FAA).   These meetings address issues of human factors in
aviation maintenance and inspection.  This two-day meeting, in August 1992, directed attention
to "Science, Technology, and Management."  This triad was addressed by eighteen speakers
from industry, government, the Department of Defense, and academia.  Many of the
presentations served as a review of the Human Factors in Aviation Maintenance research
program.

The Office of Aviation Medicine Human Factors in Aviation Maintenance research program has
responded to many of the topics in the National Plan for Aviation Human Factors.  The National
Plan combines issues of science and technology with a management plan to define approaches to
a broad range of human factors issues in aviation.  The OAM's responses are presented herein.
The responses address topics related to work environments, tools, procedures, training,
documentation, and innovative maintenance management practices.  The Aviation Medicine
research is complimented by presentations from airline, manufacturers and Department of
Defense personnel. 

HUMAN FACTORS IN AIRCRAFT MAINTENANCE
Charles R. Foster

Federal Aviation Administration, Retired

1.0 INTRODUCTION

The aviation maintenance technician has a key, and often unheralded, responsibility for the
availability of airworthy aircraft for efficient, reliable, and safe operation.  Related to the FAA
Aging Aircraft Program is the research program mandated by the Aviation Safety Research Act
of 1988. This research program, which focuses on the Human Factor  in Aircraft Maintenance, is
conducted by the Office of Aviation Medicine.  A jointly developed National Plan for Aviation
Human Factors has identified major areas for research.  They include Air Traffic Control, Flight
Deck, Flight-Deck Integration, and Maintenance - of which Aircraft Maintenance is the subject
of this meeting.

2.0 HUMAN FACTORS

We are all aware of the important role of human factors in the field of aviation. I wonder if
anyone has ever compared the billions of dollars we spend each year in advancing our
technological knowledge, to that spent advancing our understanding of human factors. Better



still what percent of the money spent in applying advanced technology is spent in the application
of human factor principles?

Human factor means many things to many people. The meaning can be related to a person's
environment or their position.  There is a different perception of the definition, value, and
application of human factors in the arenas shown in Figure 1.

Figure 1  Human Factors Arenas

The Educator/Scientist is engaged in developing a better understanding of the basic principles of
human factors and their application. The Consultant/Author is engaged in dissemination and
communication of human factor information. Top management makes the decisions relating to
the policy and support of human factors and the importance attached thereto. The line manager
provides direction and assurance that established policy is implemented. The technician, or
performer of the task, is often considered the primary focus for application of human factor
principles and the bottom line is to enhance performance at this level.

All too often, we concentrate intently on the individual and the immediate task (Figure 2).  Each
group relates to and engages in one-on-one communication with the Technician/Task Performer
and endeavors to enhance the influence of human factors through this link. We ignore or do not
integrate the other important influences that have a major effect upon the increased efficiency we
look for through the application of  human factor principles.  Two of the other influences I am
thinking about are motivation and leadership which tie all of these elements together.



Figure 2  Concentration on the Task

Although in each of the above groups there is some interface directly with the worker, the major
influence does not come directly but follows a sequential path from the top to the bottom. It is in
this chain of command and communications, as shown in Figure 1, that the elements of
motivation and leadership play their most important role.

Forty years ago, this month in fact, at Wright-Patterson AFB, I was first made aware of the
importance of human performance in aircraft operations. The thinking at that time was "KEEP
THE MAN IN THE LOOP" (Figure 3).  At that time, data on aircraft accident investigations
assigned pilot error as the cause in some 65% of all accidents - not so different from the percent
of human error contribution to aircraft accidents today. Many years later, discussing this with the
then FAA Administrator, he stated " if the pilot causes 65% of all accidents, then we should look
at how to get the pilot out of the loop to reduce aircraft accidents".



Figure 3  The 'Man in the Loop'

Regardless of the problems or failures with engines, weather, structures, fuel, navigation, or
communications - the then listed  primary causes of aircraft accidents - man was there as the last
or final fail-safe element of safety.  Today, when we look at the Aloha and Iowa City accidents
we see that after material failures occurred the human element in the system was the fail-safe
component of last resort.  There is no question that the "pilot in the loop" saved the day.

There appears, however, to be a dichotomy. We say the human is responsible for 65% or greater
of the accidents, yet, the human is the most important and last safety element in the system. Just
what is and what should be the role of the human in the system?

Aircraft flight operational experience provides an insight as to how the role of the human has
changed quite dramatically.  The first transoceanic aircraft had a flight deck-crew of five. There
was the pilot, copilot, navigator, radio operator, and flight engineer. Today we fly the Boeing
747-400, our largest transport aircraft, with a flight-deck crew of two.  Needless to say, there has
been considerable human factor effort expended in the reduction of the crew size and the
functions performed by crew members. We should build on this experience with crew members
and apply the knowledge we have learned to aircraft technicians.

This brings up the question of just how we determine what the role of the human in the aviation
maintenance system is. Maybe we should start with the original design and approval of the
aircraft. The FAA chairs a Maintenance Review Board (MRB) for each new vehicle.  For
example, the Boeing 777 MRB is just starting to meet. This is where the manufacturer, airlines,
component  manufacturers, and the FAA address the maintenance program to be approved by the
FAA before the aircraft can be fully certified and operated.  The operator of the aircraft must
establish a maintenance program for their particular operation and it must be consistent with the
Approved Maintenance Manuals resulting from the MRB action. Human factor input should we
made at this initial discussion of the maintenance programs for the new aircraft.

Many of the research activities that will be reported on at this workshop are directly related to
the human factor issues and principles.  Research teams have spent thousands of hours at
maintenance sites and in airline training facilities talking with industry experts. They have
learned much about airline maintenance and the human factors involved.  Also, the airline
maintenance partners in this research have a much better understanding of human factors issues.
As I reviewed the list of attendees and look at this audience it is clear that you represent a
cross-section of the scientists, managers, consultants, and workers I mentioned earlier as the
principals involved in this process.

The Office of Aviation Medicine research program develops scientific theory and solid
principles as well as practical guidelines for improved aircraft maintenance. The program has
facilitated very effective communications among airlines, government, and the scientific
community through different vehicles such as this workshop.

The research projects underway are vital to the development and application of improved
principles and practices that will enhance our aircraft maintenance programs in numerous ways.

I am very excited about the innovations taking place in the development  of computer hardware



and software as it is applied to enhanced concepts of computer-based training.  Real world
problems such as the design and use of job cards, improved environment for inspections, and
similar tasks are being identified and new and more efficient solutions are being found.

Human performance in inspection, critical to the airworthiness of the aircraft in our aviation
fleet, is a major area of study.

"Hypermedia" and "hypertext" are new words that identify a new and exciting technology. I am
delighted that we will have a hypermedia product distributed at this workshop.

New management philosophies and management styles are included in the research effort and
will be covered along with presentations on high technology "Job Aids".

3.0 SUMMARY

We are faced with the problem of enhancing human performance and efficiency in the design,
manufacture, operation, and maintenance of our  aircraft and the system in which they operate.
Defining the role where technology can best be utilized, and applying that technology so human
performance can be enhanced are both related to the research to be reported at this workshop.

We are all aware that  research and development by its basic nature is an investment in the
future. This meeting is indicative of the Federal commitment to that investment. The "hands on"
applied research direction that Dr. William T. Shepherd has given this program, the airline
participation, the technical expertise brought to bear, with the corporate commitment clearly
evident, all speak well of the positive impact that can be expected in the future.

It is very obvious that the members of this audience are true research partners and not just the
customer of the research results. With the guidance, expertise, and enthusiasm of this
multi-disciplinary team, I am confident that you will enhance the efficiency and effectiveness of
the key element in the aviation maintenance system - the performance of the aviation
maintenance technician. 

HUMAN FACTORS IN AVIATION MAINTENANCE:
PROGRAM OVERVIEW

William T. Shepherd, Ph.D.
Office of Aviation Medicine

1.0 SUMMARY

This report details the second phase of the Office of Aviation Medicine research program on
Human Factors in Aviation Maintenance.  This on-going research program enhances human
performance in the aviation maintenance system to ensure continuing flight safety and
operational efficiency.  The research program, as reported in the Phase I report (Shepherd,
Johnson, Drury, Taylor, & Berninger, 1991) was initially planned to have 4 steps, with feedback



mechanisms as shown in Figure 1.  Phase I focused on preliminary investigation and problem
definition of human performance in airline maintenance environments.  This report describes
Phase II research that centers on the development of  hardware and software prototypes with
potential to enhance human performance in aircraft maintenance. (In this report the activities
subsumed under "inspection" are considered to be part of "aircraft  maintenance").

Figure 1  The Research Program

The research reported here was conducted by a multi-disciplinary team of scientists and
engineers from industry and academia.  The research team has worked in very close cooperation
with the international aviation industry, mostly with US airlines and aviation manufacturers.

1.1 CONTINUING RATIONALE
Shepherd et.al (1991) and Shepherd & Johnson (1991), offered an extensive description of the
rationale for the research program.  These reports described the complexity of the total aviation
maintenance system and the role of the human within the system.  Increased maintenance
workload, caused in part by an increased level of air carrier operations, is one reason to focus on
improving aviation maintenance technician (AMT) performance.  The challenge of providing
continuing air worthiness of the aging fleet while developing knowledge and skills for
maintaining new technology aircraft places a burden on airline maintenance organizations.

Phase I research investigated methods for enhancing human performance in aircraft
maintenance.  There are ample reasons for continuing these investigations.  For example,
operations will continue to increase. Airlines will fly more hours with the same fleet sizes.  Thus,
there will be less time for  maintenance and greater stress on the fleet.  Therefore, enhancing
human performance in maintenance continues to be an important priority.

Resources are finite.  Airlines, during 1991-92, have not been profitable. Since the Phase I
report was published, major air carriers like Pan Am have gone out of business.  Regional
carriers, like Midway Airlines, have also shut down.  Other carriers have suffered record



financial losses and face uncertain futures.  Airlines recognize the criticality of cost control in
every aspect of their operation.  However, cost control cannot jeopardize safety.  This research
program recognizes that the enhancement of human performance in maintenance is critical to the
safety and efficiency of air carrier operations.

1.1.1 Integration of Human Factors Research
Research to enhance human performance in aircraft maintenance can focus on several
dimensions, such as the human, the tools, the work place, work procedures, and management
philosophies, as examples. The research must be useful to maintenance practitioners, as well as
to the human factors research community.  This report, therefore, has practical as well as
scientific value.

Each major body of research is summarized below.

1.2 ADVANCED TECHNOLOGY TRAINING
Advanced technology training combines artificial intelligence technology with conventional
computer- based training.  The technology was described extensively in the Phase I report
(Shepherd, et. at, 1991) and elsewhere (Johnson & Norton, 1991 and Johnson & Norton, in
press).

During Phase II this effort converted a Phase I training prototype to a fully operational advanced
technology training system for the Boeing 767-300 environmental control system (ECS).  The
system is simulation-based in that it permits the user to access and operate all panels, controls,
and built-in-test equipment of the ECS.  Figure 2 shows the human-computer interface for the
ECS.

Figure 2  Environmental Control System Tutor



The ECS trainer is unique not only because of the simulation but also because of the robust
software used for modeling student performance and providing feedback, explanation, and
remediation.  These modeling features are described in this conference by Norton.

In addition to providing simulation, the ECS Tutor provides on-line access to the training manual
for the ECS.  The software makes it easy for the student to use the manual during training.  This
research is preparing for development of an integrated information system which can provide not
only training but also real-time job aiding and maintenance documentation.  Research related to
the concept of on-line documentation is described by Johnson, Norton, and Utsman in this
conference.

The research used a process of formative evaluation that took place as the training systems
underwent many iterations with software engineers and training professionals at Delta Air Lines
and at Clayton State College.  Continuing research will conduct a substantive training
effectiveness evaluation at Delta.

1.3 ADVANCED TECHNOLOGY MAINTENANCE JOB AIDS
This research effort addressed existing approaches to job aiding in maintenance, the drawbacks
to such approaches, the prospects for using emerging technologies to develop maintenance job
aiding systems, and the impact of emerging technologies on human performance.  There were
two major themes to the research:  1) many previous attempts at building  maintenance job aids
consisted of trying to replace human expertise with machine expertise; and, 2) problems with
such approaches have led to a reconsideration of the skills and abilities of human operators and
ways to capitalize on them.

Accordingly, the research calls for a `cooperative system' approach to designing such systems; a
cooperative system is one in which a human and a computer are actively involved in the problem
solving process. Findings present a study which used this approach in developing a job aid.
Some of the results of the study that are relevant to designing maintenance job aids and
integrated information systems (Johnson & Norton, 1992 a & b) are also presented. Finally, a
research and development plan for building a maintenance job aid for aircraft maintenance was
created.

1.3.1 Human Performance Implications of Artificial Intelligence
Approaches
The bulk of the job aiding systems encountered in a literature review used artificial intelligence
and expert systems techniques.  While artificial intelligence techniques can provide a computer
with powerful problem solving abilities, job aiding systems which rely solely on such techniques
often meet with limited operational success.  One of the reasons for such limited success is that
the computer is supposed to embody the knowledge and abilities of a human expert, when, in
fact, such systems are necessarily incomplete.  Because builders of expert systems cannot
capture all of the human expert's knowledge about a task, such systems often draw erroneous
conclusions.  Therefore, the operator must have enough expertise to realize that the computer is
wrong; the problem is that the operator will not develop such expertise unless he/she is actively



involved in the problem solving process.  However, these problems do not exclude artificial
intelligence techniques from use in operational job aids.  Rather, the question is one of emphasis:
instead of using artificial intelligence techniques as the foundation for a job aid, they should be
used in conjunction with other methods of performance aiding (eg., representation aiding).

1.3.2 Human Performance with a Cooperative System
A research study (Layton, 1992) which investigated human performance with three forms of a
cooperative system provided some interesting insights into how such systems affect human
behavior.  This system was designed to assist commercial airline pilots and dispatchers in
enroute flight planning.  (Figure 3 depicts a portion of the system displays and controls.)  This
research has provided some interesting insights into the ways in which job aiding tools affect
human performance.  The software will be described by Layton at this meeting.

Figure 3 Enroute flight planning cooperative system

1.3.3 Research and Development Plan
A three-phase plan for developing a maintenance job aid using cooperative system techniques
was developed.  Initial interactions with the participating airline suggest that the job aid will
assist maintenance technicians in using the Structural Repair Manual (SRM).  The SRM
specifies methods for repairing structural faults in aircraft and it indicates the regulatory forms
that need to be filled out when undertaking such repairs.  The SRM supersedes all previous
methods and manuals for aircraft structural repair and is becoming a regulatory tool.



Unfortunately, the SRM appears to be cumbersome.  The job aid will likely provide technicians
with strategies for using the SRM, examples of SRM use, and, possibly, an on-line version of the
SRM.  Thus, the SRM job aid will provide the three central components of an integrated
information system.

1.4 DIGITAL DOCUMENTATION
Maintenance personnel are often overwhelmed with the amount of technical documentation
necessary to accomplish a given task.  The information comes from a variety of sources
including company and manufacturer's manuals, and government documents, like advisory
circulars or regulations.  Currently most maintenance documentation exists as hard copy or
microfiche.  The task of keeping these databases current is very time consuming and expensive.

This research task, called the Hypermedia Information System, (HIS) shown in Figure 4, studies
advanced technology software and hardware techniques for information storage and retrieval.
The primary products of this research will be techniques for the development and use of large
information sources on small portable computer systems.

Figure 4  Hypermedia Information System

The term "hypermedia" refers to a combination of text, graphics, animation, audio, and video to
convey information.  Such information-bases are designed to be accessed easily, usually in a
non- linear fashion. This hypermedia research will make it possible for a technician to access a
manual for all media and information to complete a job.  The research fosters co-development of
integrated information systems (Johnson & Norton 1992, a & b) that provide training, job-aiding,
and on-line documentation.

A by-product of the research is the development of a hypermedia information system for all
technical publications from the Aviation Medicine Human Factors in Aviation Maintenance
research program. Ultimately this digital source of information will be published on a CD-ROM



(Compact Disc-Read Only Memory).

One of the first six conferences on aviation maintenance human factors has already been
prepared for distribution as a digital document.  The seventh conference is the first time that the
meeting proceedings will be distributed in digital format at the meeting.  The software developed
through this research effort has facilitated the timely publication of such digital documentation.

1.5 HUMAN RELIABILITY IN AIRCRAFT INSPECTION
The research related to improving human reliability in aircraft inspection built upon the solid
task analytic foundation derived under Phase I.  Drury describes two studies at this meeting: one
study related to the re-design of workcards for inspection and the other a study of the lighting
environment for inspection. Both studies offer practical human factors guidelines applicable to
these topics.  The research team also describes a plan to consider human-computer interface
issues applicable to computer-based maintenance aids.

Building on Phase I research, a series of laboratory experiments evaluated the effects of time
pressure on inspection and the improvement of training techniques for visual inspection.  The
research team will describe a study of the classification of human error in inspection.  The
classification is particularly valuable in its review of many scientific studies of human error.
These studies form the basis for the team's development and presentation of system models of
human error in inspection.  These models provide the means to understand, predict, report and
manage inspection errors.

Inspection is information processing.  The chapter reports research on the design of information
flow in the inspection environment.  The research helps to determine what, when, and how to
present information to the inspector.  Experimental results are presented regarding optimal
methods of information presentation in inspection tasks.

The research team will also describe a joint study of inspection practices in the UK and USA.
The comparative study observed that management structures of maintenance and inspection are
more closely intermeshed in the UK than in the US.  Other differences and rationales are
reported.

1.6 GUIDELINES FOR HUMAN FACTORS IN MAINTENANCE
Human Factors principles are often derived in laboratory studies of procedures, equipment,
effects of time, temperature, lighting and other variables.  Much of the information derived from
these studies is reported for scientists, psychologist, and engineers for academic applications.
This task is reviewing the human factors literature from a wide variety of parallel and similar
areas to aircraft maintenance.  Also all of the research results from the Aviation Medicine
Aircraft Maintenance Human Factors program will be combined with this information base to
produce a Human Factors Guide for Aircraft Maintenance.  This guide promises to be useful to
airline maintenance management system designers, FAA oversight personnel, and others as they
strive to improve human performance in the maintenance system.  Parker will show an example
chapter from the Human Factors Guide.



1.7 CREW RESOURCE MANAGEMENT FOR MAINTENANCE:
EVALUATION OF A TRAINING PROGRAM
Phase I (Shepherd, et. al. 1991) reported on management-worker communications in the aviation
maintenance environment.  Phase II research has shifted focus to the effects of crew resource
management (CRM) training in an airline maintenance environment.  The research has
concentrated on communication among maintenance crews.  The researcher participated in the
evaluation of the effectiveness of a particular airline's CRM training for maintenance personnel
and in the post-training performance effects on maintenance managers and technicians.

The CRM course acceptance has been very high.  In fact maintenance crews have demonstrated
greater acceptance of the CRM principles than have flight crews.  The research indicates that
relevant attitudes about CRM improved immediately after training.  Course attendees have
reported that the CRM principles have caused them to be more actively involved in all
maintenance decision making.

The CRM evaluation research is valuable in that it has created instruments and criteria to
measure post- training maintenance performance.  These measures will be helpful to assess the
training and cost effectiveness of such human performance enhancement courses.

1.8 CONTINUED COMMUNICATION
The seven workshops that have been conducted to date under the Aviation Medicine research
program have facilitated communication between researchers and industry.  The immediate
application of some of the research activities described above will allow the industry to increase
reliability and lower costs.  The Office of Aviation Medicine intends to continue sponsorship of
the workshops throughout the duration of the research program.

The participation and cooperation of the airline industry has been instrumental to the OAM
research program.  Air carriers, manufacturers, and schools have been extremely cooperative and
helpful.  This cooperation is gratefully acknowledged.
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1.0 INTRODUCTION

Maintaining civil aircraft air-worthiness requires the reliability of a complex, socio-technic
system.  This system's reliability is dependent on the reliability of its components (i.e,
equipment, inspectors, the physical environment), and on how reliably these components
interact.  Error is the measurement counterpart of reliability, and most, if not all, errors can be
classified at some stages as human errors. This paper uses the data collected from the task
analyses of many inspection tasks (Shepherd, et al., 1991), and the human factors literature on
human errors to derive an overall framework for error studies in inspection.  This framework
interprets the hangar-floor observations in terms of current theories of human error causation,
and then uses this interpretation to list strategies for reducing or eliminating errors.  The ultimate
aim of this work is to ensure that data and theories of human error from other fields (e.g., nuclear
power, chemical plants, transportation systems) can contribute to reducing the error potential of
aviation maintenance and inspection.

The assessment of human error in complex systems is currently undergoing somewhat of a
renaissance (Brown and Groeger, 1990). Classification schemes of errors have expanded from
the early "omission/commission" classification (Swain and Guttman, 1983 and Meister, 1971) to
more behavioral- based classifications (e.g. Norman, 1981; Rasmussen, 1982; Rouse and Rouse,
1983, and Reason, 1990). While error classifications based on task characteristics may provide a
convenient descriptive format for errors, error models based on human behavior can define
causal mechanisms of errors.  Identification of causal mechanisms and catalytic factors is
necessary for predicting errors and thereby designing error tolerant systems for preventing
errors. The approach taken here is to use a behavioral-based and system- based human error
classification scheme to identify, predict, prevent or reduce, and report errors in aircraft
inspection and maintenance.  Operators may cause errors outright or, more likely, human frailties
and characteristics may be "catalytic" factors (Rouse and Rouse, 1983); combining with other
component characters to evolve "sneak paths" (Rasmussen, 1982) to error situations.

Whereas previous research in aircraft inspection and maintenance has utilized various empirical
human factors techniques, this effort uses a behavioral-based human error modeling approach,
housed in a conceptual aircraft inspection and maintenance system model (Figure 1).  The
system model provides a framework for error classification and therefore, a basis for improved
error management.  The following section describes the system model of aircraft inspection and
maintenance.  The final section details how the model can be useful for managing aircraft
inspection and maintenance errors.



Figure 1  System Model

2.0 SYSTEM MODEL FOR HUMAN ERROR IN MAINTENANCE
AND INSPECTION

The fact that errors emerge from, and are defined by, the interaction of system characteristics
indicates the necessity of a system approach to the description and control of these errors.  Such
a system view of aircraft inspection and maintenance includes not only the traditional interaction
of the operator and task requirements, but also includes operator interactions with equipment,
documentation, and other personnel within the constraints imposed by the environment.  The
system model (Latorella and Drury, 1991) contains four components: operators (personnel),
equipment, documentation, and task requirements.  These components are subject to constraints
of both the physical environment and the social environment.  The job component can also be
considered as a subset of the organizational environment in which tasks are defined.  Similarly,
the workspace component is a subset of the physical environment.  This conceptual model is
two-dimensional (Figure 1).  The temporal sequence of the individual tasks

Operators.  Aircraft maintenance and inspection operators (O) differ between organizations but
belong to the same basic categories:  inspectors (perhaps distinguished as either visual or NDT),
maintenance, utility, lead inspectors, lead maintenance, inspection foremen, maintenance
foremen, production foremen, and engineers.  In addition to carrying out sequences of activities,
personnel serve as informational resources to each other.  Communication between personnel
can be viewed as an information processing task similar to referencing a document.  The



organizational structure of the system imposes constraints on the amount of, format of, and the
personnel likely to engage in, collaborative problem-solving communications.

Equipment.  Both visual and NDT inspection use equipment (E).  There is specialized
equipment for different types of NDT, including: eddy current, ultrasonic, magnetic resonance,
X-Ray, and dye penetrant.  Visual inspection requires flashlights, mirrors, and rulers.  Use of this
equipment requires specialized knowledge of its operating principles, and equally specialized
knowledge for the interpretation of its output.  Interpretation of visual stimuli or NDT output
necessarily requires information processing by the operator, but may also require communication
with other personnel.

Documents.  A variety of documents (D) is required for inspection and maintenance.
Workcards, which may include graphics and references to more comprehensive standards
manuals, specify the task to be performed.  Forms (shift turnovers, NRRs) are used to
communicate between personnel and to document procedures, while additional documentation is
used for training and retraining purposes.  Physical characteristics of forms, documents and
graphics affect the legibility of information and therefore, impact the ability to accurately
perceive this information.  Issues of comprehension are important for understanding the content
of documents.  Issues of representation are central to ensuring that graphics are appropriate and
useful.

Task.  A task (Ti) is defined as the actions and elements of one workcard or similar task order.
Task characteristics which have been found to influence inspection include: defect probability,
physical characteristics of the defect, the number of serial inspections, feedforward and feedback
availability, and whether standards are used (Rodgers, 1983).  These aspects of the task
necessarily interact with personnel, organizational, job and environmental characteristics.
Personal information processing biases may interact with the task structure and present problems
such as searching in the wrong area.

Job.  Jobs (J) are defined by the collection of tasks that an individual is expected to perform.
However, there are many characteristics of the job which can not be described by the
characteristics of its individual tasks.  Job factors are derivative of the organizational
environment and provide constraints for tasks (e.g., shift durations, work/rest cycles, day/night
shifts, job rotation policies).  These can further impact personnel physical (e.g., fatigue,
eyestrain), affective (e.g., motivation, job satisfaction), and information processing (e.g.,
attention allocation) characteristics.

Workspace.  The workspace, a subset of the physical environment, contains the task and the
equipment, documentation and personnel required to perform the task.  While illumination is an
attribute of the physical environment in general, task lighting (such as a flashlight) is an attribute
of the workspace.  The degree of physical access afforded by the workspace is an important
constraint on performance.  Both these issues are currently being researched under continued
funding on this contract (Drury, et al., 1992, and Gramopadhye, Reynolds and Drury, 1992).

Physical Environment. The physical environment is described by several parameters:
temperature, noise level and type of noises, lighting level and light characteristics, and electrical
and chemical sources.  While some of these factors can either enhance or degrade performance,
others indicate potentially hazardous conditions.  The level and spectral characteristics of



lighting affect the perception of fault indications. Impulse noises interrupt tasks and may result
in skipped or unnecessarily repeated procedures.  The level and frequency characteristics of
noise affect the ability to communicate.  Examples of hazardous conditions in the physical
environment are exposure to X-rays emitted during X-ray NDT and fuel fumes encountered
when inspecting the inside of a fuel tank.

Organizational Environment.  The organizational environment, often ignored in the analyses
of maintenance systems, has been shown to be influential in the patterns of work (Taylor, 1990)
and therefore, possibly in the patterns of errors.  Factors which have been identified as important
include: the organization of work groups (or conversely, the isolation of workers), reporting
structures, payoff structures associated with task performance, trust within one class of
personnel, trust between classes of personnel and levels of personnel, selection/placement
strategies, and human-machine function allocation of control and responsibility.

Using the System Model.  The model in Figure 1 is useful for depicting the goals of the system
and therefore the functions that should be supported.  The goals of the system are defined by the
requirements of the personnel component in isolation and in conjunction with other system
components.  The personnel component is primarily described in terms of information
processing characteristics and limitations.  These characteristics influence the behavior of
individuals' and their experience with other system components. The functions associated with
the performance of tasks, use of equipment, and communication with co- workers are subject to
error and are therefore of primary concern.  These functions are then considered within the
constraints of environmental factors which may affect error formation and/or propagation. Drury,
Prabhu and Gramopadhye (1990) have compiled a generic function description of the
maintenance inspection task requirements.  The desired outcome for each of the task functions
(Drury, 1991) which can be considered as the task's goal can be stated and, following Drury
(1991), decomposed into the steps taken to accomplish the desired outcome.  Note that the use of
equipment has been included within these task descriptions and therefore would not be
considered separately.

Errors must be described in the situational context in which they occur in order to identify
contributing factors.  Table 1 shows some relevant characteristics of system components with
which the individual may interact for the initiate task.  Relevant characteristics of each system
component can be identified for observed errors.  The effect of these factors on performance has
been suggested in many studies, however, the manner in which performance is affected,
especially by combinations of factors, requires additional empirical investigation.

                                    Table 1  System Component Influencing Factors



3.0 AIRCRAFT INSPECTION AND MAINTENANCE ERROR
MANAGEMENT

Error management may be considered as a three part objective.  Errors which are evident in an
operational system (error phenotypes) must be identified and controlled.  Secondly, in order to
reduce the likelihood of unanticipated error situations, errors must be predicted and systems must
be designed to be error tolerant. Thirdly, error reporting systems must provide error and
contextual information in a form which is appropriate as feedback to personnel.  Operators may
then use this information to adjust their error control and prevention strategies or alter
environmental characteristics.  This section presents strategies for error control, prevention
through error-tolerant systems, and finally the need for a context-sensitive error reporting
scheme.

Error phenotypes (Hollnagel, 1989), the specific, observable errors in a system, provide the
foundation for error control.  Error prevention and the development of design principles for error
avoidance rely on genotype identification (Hollnagel, 1989), associated behavioral mechanisms
and their interaction with system characteristics (Rasmussen and Vicente, 1989).  Here, error
phenotypes are obtained empirically and from a failure-mode-and-effects analysis of task and
communication models.  These phenotypes are considered in light of their ability to be
self-correcting and the type of error which they represent.  They are further characterized by the
relevant aspects of the system components with which they interact. The resulting list of
phenotypes, their error correctability and type, and the pertinent situational factors allow
designers to recognize these errors and design control mechanisms to mitigate their effects.
Rasmussen and Vicente's (1989) methodology is used to identify genotypes associated with each
phenotype.  This yields mechanisms of error formation within the task context.

3.1 ERROR CONTROL AND PREVENTION



Error control strategies can be derived by classifying error phenotypes according to components
of the system model (Figure 1) and Rasmussen and Vicente's (1989) systemic error mechanisms.
This classification framework aids in suggesting intervention strategies appropriate to the error
and the system components involved.  The system model provides a useful means of classifying
observed errors for this purpose and relating them to specific human factors interventions.  There
are a number of personnel factors of general importance to controlling errors.  Personnel
interactions are extremely important aspects of the performance of the inspection and
maintenance tasks. Equipment should be designed to support task requirements and
accommodate human information processing characteristics. The physical and organizational
environments should be designed to enhance task performance and ensure the safety and
motivation of personnel.

Various intervention strategies have been suggested for the control and prevention of errors.
Rouse (1985) identifies five general interventions and proposes a mathematical model for
describing optimal resource allocation among the strategies.  These five general categories are
also reflected in the more detailed listing of intervention strategies proffered by Drury, et al.,
(1990).  These interventions have been tailored to the aircraft inspection context and were
classified as either short-term or long-term strategies.  The intervention strategies from these two
sources are described below in detail in Table 2 and Table 3. Table 2 presents a compilation of
the intervention strategies and design guidelines proposed by Rasmussen and Vicente (1989),
Drury, et al., (1990), and Rouse (1985).

                                    Table 2  Error Management Strategies



Table 3  Error Management Strategies



Error genotypes, rather than the aforementioned phenotypes, are classified according to the
system model, using Rasmussen and Vicente's (1989) systemic error categories and Rasmussen's
levels of cognitive control (Skill, Rule, Knowledge).  This characterization of error genotypes
allows prediction of possible, but so far unanticipated, error phenotypes.  Unanticipated errors
can be predicted by considering tasks at each level of cognitive control and each error
mechanisms' possible perturbation of performance within the context of the specific system
components involved.  Given an error genotype cell, intervention strategies (which also have
been classified by system component, systemic error mechanism, and cognitive control level
(Table 3) can be identified for its control.

3.2 ERROR REPORTING IN AIRCRAFT INSPECTION AND
MAINTENANCE
Currently, error reports are primarily used for documenting error situations for administrative
purposes; internal or external regulatory agencies.  There are many different regulatory
mechanisms for reporting errors to the FAA.  In addition, the Air Transport Association (ATA)
has proposed modifications to those.  All of these reporting systems have the following common
features:

1.          They are event driven.  The system only captures data when a difficulty arises or
a defect is found.

2.          Aircraft type and structure serve as the classification parameters for reporting.
3.          Expert judgements of error criticality are used to further classify data and

determine its urgency.
4.          To some extent in all systems, the feedback of digested data to users is not well-



engineered.  Thus, for the end-user level, the data collection effort is largely for
naught.

Error reports in maintenance and inspection produced for administrative purposes are typically
concerned with establishing accountability for an error and its consequences rather than
understanding the causal factors and situational context of the error.  This type of information is
not appropriate for use as performance feedback to inspectors or maintenance personnel, nor is it
helpful information for error tolerant system design.  Error reporting schemes are developed
from within an organization and therefore vary greatly among organizations.  The framework of
these error reporting schemes is event driven and developed iteratively, thus additions are made
only with the occurrence of a new error situation.

To alleviate the difficulties of inconsistency, and provide an appropriate and useful structure for
error data collection, an error reporting scheme should be developed from a general theory of the
task and the factors which shape how the task is performed; principally, the behavioral
characteristics of the operator, but ideally also organizational environment, job definition,
workspace design, and the operators' physical, intellectual and effective characteristics.
Effective error categorization systems are not only descriptive but are prescriptive, providing
information for specific intervention strategies (i.e. Langan-Fox and Empson, 1985 and Kinney,
et al., 1977).

4.0 SUMMARY

In the preceding sections a framework has been provided for the classification and control of
human error in aircraft inspection. The proposed system model of aircraft inspection and
maintenance recognizes the fact that the interaction of the task with the human and the
environment is the basis of most human errors. Thus an attempt is made to shift the attention
from the task to these interactions. Based on the system model, the S-R-K framework of
Rasmussen (1983) and the systemic error categories of Rasmussen and Vicente (1989), a
methodology for identifying intervention strategies has been proposed.

As Rasmussen, Duncan, and Leplat (1987) note, it is necessary to shift the focus of analysis from
the task to the interaction of the task and the operator for classifying errors.  Furthermore,
taxonomies of human error must encompass the analysis of not only the task characteristics but
also the information processing mechanisms associated with the subtasks.  It is apparent that
other situational characteristics (i.e., environmental conditions) are also useful for the sensitive
classification of errors (Stager and Hameluck, 1990).

Both the taxonomic approach of Drury and Prabhu (1991) and the taxonomy for error
management strategies developed here can be used as a basis for formulating error reporting
schemes.  Upon occurrence, errors can be classified by level of cognitive control, type of
systemic error, and by causal or catalytic elements of the system.  As previously mentioned, the
categories of system elements can be refined as illustrated in Table 3 to provide a more
descriptive error characterization.  Identification of these parameters will likely involve detailed
investigation of the error situation including extensive operator interviewing.  This data store can
be analyzed for trends in error sequences, effects of different intervention strategies on error-type



frequency, and for the efficacy of intervention strategies over all types of errors. 
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INSPECTION INFORMATION ENVIRONMENT
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1.0 INTRODUCTION

From the extensive series of task analyses performed during site visits to aircraft inspection
operations (Shepherd, et al., 1991) it became clear that supplying the inspector with appropriate
information was a key contribution to inspector reliability. Information reaches the inspector
through a variety of pathways, such as documentation, training and job aids which are subject to
separate studies within the FAA/OAM program. For example, at this conference there are papers
on training (Drury and Gramopadhye, 1992) and workcard design (Patel, Prabhu, and



Drury, 1992).  The design issues are similar for any information system:
•            What information to present (issues of information sufficiency)
•            When to present this information (temporal issues)
•            How to present this information (information display issues) so that there are

gains to be made by ensuing consistency across information sources. Hence this
paper provides a framework for research in all areas of information design. In
particular it combines concepts from  the human factors knowledge base with
specific needs of aircraft inspection. Specifically, it starts with the classification
from Drury (1990) of aircraft inspection information into two sources:
feedforward information and feedback information.  Feedforward includes
relatively general command information, and aircraft specific feedforward
information.

2.0 A MODEL OF INFORMATION FLOW IN AIRCRAFT
INSPECTION

The proposed model represents both the physical work flow as well as the information flow.  It
also highlights the cognitive aspects of the inspection task.  It is a descriptive model in the sense
that it represents the current state of the information flow in commercial aviation aircraft
inspection.  It is a general representation of how the aircraft inspector gathers, receives and uses
information during the task and as such, is not specific to any particular aircraft operator's
inspection system.



Figure 1  Model of Information Flow in Maintenance and Aircraft Inspection

2.1 FEEDFORWARD INFORMATION
From the model (Figure 1), feedforward information to the inspector is seen to come from the

following sources:

1.          Initial Training
2.          Manufacturer/FAA/Airline Operator documents.
3.          On-the-Job experience on a particular aircraft.
4.          Information gathered from co-workers.
5.          Command information in the form of standards.
6.          Utilization of understanding about the fault causation mechanism in aircraft.

Initial Training. Taylor (1990) found that the current hangar maintenance organization has a
bi-modal experience distribution of 30 plus years and three or fewer years.  The inspection group
is expected to have a similar distribution with three to five years added to the lower value.  No
formal inspection training programs were observed or reported at any of the airlines.  Typically,
inspectors hold an A and P license and have maintenance experience.  Most of the training is on
the job where an experienced inspector puts the novice through his paces and shows him the
various aspects of inspection.

Documentation. There is an immense amount of potentially useful information available both in
paper (hard copies) and paperless (computer, microfiches) form.  The documents are generated
by a triad consisting of the Federal Aviation Administration (FAA), aircraft manufacturers and
aircraft operators. There is a complex, multi-dimensional interaction in the flow of data between
these three.

Experience on a Specific Aircraft Type. Aircraft at a maintenance facility are serviced over
various lengths of time depending on the type of service.  The transfer of an aircraft to a different
facility (other than the one it normally goes to) is very rare and occurs in case of contingencies or
in case of heavy workload at the regular facility.  Similarly, movement of personnel between
different facilities is very low.  Thus, most maintenance and inspection personnel accumulate
experience on a particular type of aircraft.  The effect of such job specialization on the
occasional inspection of a different aircraft type has not been studied. Knowledge about the
aircraft is accumulated over a period of time through on-the-job work.  Experienced inspectors
gradually develop an understanding of the cause-effect relationship of defects and also know
what to look for and where.

Information from Co-Workers. Airline inspectors typically work independently and occasionally
in teams of two.  The frequency of formal meetings amongst inspectors varies from airline to
airline. Drury, Prabhu, and Gramopadhye, (1990) during the task analysis of inspection in the
airline industry found few formal meetings of mechanics or inspectors despite frequent informal
contact among inspectors, and less frequent contact between inspectors and mechanics.  The
mechanics and inspectors contact each other for buy-back or for the approval of a repair.
Mechanics finding faults during scheduled maintenance tell inspectors about this.  This contact



for advice/instruction is at times the only formal information exchange between the inspector
and the mechanic.

Comparative Standards. There seems to be almost no standards that are accessible to  inspectors
at the worksite for defects like corrosion, cracks, dished/pouched rivets, wear, component play,
etc.  A small subset of standards does exist with the manufacturer, FAA, etc. but these have not
been organized into a scheme for utilizing comparative standards on the job.  The closest
inspectors come to a standard in visual inspection is to use adjacent areas to make a comparison,
which is not a reliable method (Drury, 1990).

Understanding Fault Causation Mechanisms in Aircraft. Inspection of aircraft is largely
composed of pure search activities followed by decision-making tasks whose output is of the
form of "acceptable/non-acceptable."  However, some areas of inspection involve utilization of
cues, knowledge of how faults are caused, and knowledge of how the behavior of one particular
aircraft component indicates behavior of related components.  Examples are:  dirt streaks around
a rivet on the fuselage indicate a loose rivet, bulging of the paint on the aircraft skin indicates
underlying corrosion, scraped paint at the fairings indicates underlying fairings are rubbing, play
at the flap vanes points to worn out bearings or tracks, etc. Use of such indirect evidence is a
powerful technique to enhance detection and discovery of a fault, particularly where faults are
not directly accessible to pure visual/auditory/tactile search.

2.2 FEEDBACK INFORMATION
From the model, it is seen that feedback can be either on the job or in training.  Use of feedback
on the job has been found to reduce the number of false alarms as well as reduce missed defects.
Training schemes implementing feedback have been used to improve learning rates, to develop
schemes, and for the efficient transfer of training skills to on-the-job performance.

On-The-Job Feedback. There seems to be no systematic and obvious system in place that
provides feedback to the inspector.  Feedback in search/decision making comes when the
inspector talks to a supervisor or a fellow inspector to confirm a borderline case, although this
occurs rarely.  Also rare is the feedback that could come from the repairer or the buy-back
inspector who both have potential data on the fault.  There is very little feedback on any defect
that the inspector misses.  This feedback can only occur through audits and quality control
inspections, but these systems do not ensure a consistent feedback to all inspectors on a regular
basis.

Feedback in Training. As explained in the earlier section, the feedback in aircraft inspection is
relatively scarce and on the occasions that the inspector gets it (e.g., audit) it is delayed in time.
Delayed feedback makes learning by practice alone difficult (Woods, 1989).  The current state of
training is that much emphasis is placed on both the procedural aspects of the task (e.g., how to
set up for an X-ray inspection of an aileron), and on the diagnosis of the causes of problems from
symptoms (e.g., troubleshooting an elevator control circuit).  However, the inspectors we have
studied in our task analysis work have been less well trained in the cognitive aspects of visual
inspection itself.  How do you search an array of rivets -- by columns, by rows, by blocks?  How
do you judge whether corrosion is severe enough to be reported?



3.0 ANALYSIS OF INFORMATION REQUIREMENTS: AN S-R-K
BASED APPROACH

For effective use of feedforward and feedback information, the information requirements of
human inspection have to be identified for both the expert and novice whose needs may be very
different.  Thus, we can posit that studying the behavior of the human inspector interacting with
the system (while performing the inspection) will help identify possible information support
points as well as providing guidance to the type of information (either feedforward or feedback)
that is needed at these points.  The skill-rule-knowledge based hierarchy of Rasmussen (1983)
affords us a robust framework within which this analysis can be carried out, and will be mapped
onto both visual inspection and NDI.

3.1 VISUAL INSPECTION
Search and decision making form the critical components of visual inspection.  The search
component can be further decomposed into pre-attentive search, and a detailed search consisting
of foveal (pure search or search plus decision making) and extra-foveal processes.  Identification
of the behaviors associated with each of these subtasks results in a many to many mapping as
seen in Table 1.  These mappings have been identified for an expert inspector.  An interesting
aspect of these mappings is the existence of relatively few knowledge-based behaviors exhibited
by the expert inspector.  This seems logical since there is less problem-solving or active
reasoning in aircraft inspection and more detection, identification and classification.          

            Table 1  Mapping a Visual Inspection Task to Cognitive Behavior for Expert

                                                             Inspector

The SRK framework aids understanding of how behavior will be qualitatively modified as the
inspector goes from a novice to an expert.  Thus, although both the novice and the expert exhibit,
say, rule-based behavior, the behavior of the expert will be qualitatively different from the
novice (Sanderson and Harwood, 1988).  In Table 2 we have mapped a specific visual inspection



task (inspection of rivets) to the SRK framework, to represent the performance of an expert
inspector.  We can expect that some of the defects identified at the skill-based and rule-based
levels by the expert will be identified at the rule-based and knowledge-based levels by the
novice, indicating a rightward shift on Table 2 corresponding to an upward movement on the
SRK hierarchy.  Thus, this analysis points to the need for different levels of information support
for the expert and the novice inspector.  It can also provide guidelines to define training
requirements for novice inspectors based on identifying expert inspector behaviors.

Table 2  Visual Inspection of Rivets:  Cognitive Behaviors for Different Defect Types

1.  Missing Rivets                  4.  Cracks                                7.  Pooched or Dished Rivet

2.  Hole in Skin                      5.  Ripples in Skin                  8.  Wear

3.  Dents                                  6.  Loose Rivets                      9.  Corrosion

Table 1 and Table 2 also indicate the large role that skill-based and rule-based behaviors play in
visual inspection.  The visual search part of visual inspection is seen to be entirely skill and
rule-based for the expert inspector (or after training to criteria).  The skill-based behavior can be
associated to the scanning, fixating and detection activities (see Table 1).  Since skill-based



performance is essentially unconscious and feedforward controlled, we can conclude that the
information aid for this part of the visual search should be something that does not require active
conscious use by the inspector.  This points to visual environment changes (better lighting,
improved contrast), and improving human detection capabilities (increasing visual lobe,
increasing target conspicuity).  At the same time, this also indicates training as a critical need to
attain satisfactory sensory performance.

Table 1 and Table 2 also highlight rule-based behavior as a significant mode of visual
inspection, resulting in the identification and classification of defects.  Thus, finding corrosion,
wear, small cracks and similar difficult defects takes place due to rule-based behavior.  It is
pertinent to note at this point that the work card system used in the aircraft industry to control
aircraft maintenance and inspection relies heavily on a linear procedural approach (Drury, 1991;
Drury, Prabhu and Gramopadhye, 1990).  Rule-based behavior also accounts for search strategy
based on past experience and work card instructions.  Thus, we reach the conclusion that it is
very important to develop procedural knowledge (workcard design), checklists and comparison
standards to support this behavior.

Knowledge-based behavior is often a slow and error prone process, besides creating cognitive
workload for the human.  Often in such circumstances the human will try to minimize cognitive
strain by using shortcuts in the reasoning and decision making process, which can lead to
suboptimal performance.  Thus, we should try to design the system and the information
environment to minimize the need to indulge in knowledge-based behavior.  Knowledge-based
behavior in visual inspection will be more evident in a novice inspector, providing a strong
impetus to the design of adequate training programs to bring the novice to expert levels and thus
minimize knowledge-based behavior.  Once a certain level of expertise is attained the
knowledge-based behavior will be needed only in case of unfamiliar work situations.  This can,
for example, happen if an inspector who normally works only a specific part of the aircraft (e.g.,
the wing section) is asked to inspect a cargo door.  Thus, it becomes important that the workcard
(feedforward environment) be designed for usability as well as have the information needed to
make a smooth transition to an unfamiliar task.  Feedback information from a buddy system, and
efficient communication lines with the supervisor also has to be considered.  Also important is
the development of the knowledge about the spatial and functional aspects of the aircraft, which
is partly built through the years of prior experience of the inspector as an aviation mechanic.
This is normally five years, but is decreasing due to a shortage of inspectors, with some
inspectors having as little as three years of maintenance experience.  There are cognitive error
implications in too rapid a promotion system.

3.2 NON-DESTRUCTIVE INSPECTION
NDI can be decomposed into three broad stages -- calibration, probe movement, and display
interpretation (Table 3).  Skill-based behavior is indulged in while using the probe and is a
sensorimotor, feedback-controlled movement.  This indicates the need for manual control
training on tracking tasks (e.g., circle drawing, tracking) which transfer to this movement control
task.  Similarly, thought should be given to providing tracing paths (e.g., circles around rivets)
which provide adequate feedback information. Templates can be and are being used (although



some inspectors do not like to use them due to handling difficulties) and the improved design
and use of such aids should be encouraged.  The rule-based behavior component of calibration
points to the necessity of developing adequate and well designed checklists along with
procedural knowledge for reliable performance.  Swain and Weston (1988) point out that during
the calibration procedures, powerplant technicians who very often have followed written steps,
rely on memory and this increases the probability of omissions.  This points to calibration
process design that is capable of providing cues to the next step on the display screen as well as
detecting wrong inputs by the operator.  Where calibration can be rigidly defined, the checklist is
the obvious cognitive aid, already extensively used in aviation.  Those calibration tasks which
have some flexibility must be clearly delineated for separate treatment.

            Table 3  Mapping a NDI Process to Cognitive Behavior for Expert Instructor

Display interpretation forms the critical portion part of NDI and as such can be either rule-based
or knowledge-based or both.  The information environment should thus support both these
behaviors while trying to ensure through system design and training that the need for
knowledge-based behavior is minimized.  Since rule-based behavior is based on signs which
trigger stored patterns which in turn control our choices, Rasmussen and Vicente (1989) suggest
that the design of the display should be such as to provide action cues as signs which also have
symbolic content, thus supporting both rule and knowledge- based performances.  Display
screens for NDI that allow comparisons of the current pattern (curve) with known defect curves
for comparative decision making should be considered for viability utilizing the human's ability
to compare complex patterns presented together.  Also, the knowledge-based component found
during display interpretation indicates the need to develop feedforward information (training and
documentation) to provide technology knowledge, instrument knowledge, and aircraft defect
history.

From the discussion above, it is evident that the mapping of the inspection processes to the SRK
framework provides useful guidelines for, and a better understanding of, the type of information
that has to be provided for aircraft inspection.  This has been compiled in Table 4 where the
information categories (feedforward and feedback) identified in the aircraft inspection
information model (Figure 1) have been assigned to the various inspection subtasks based on the



ty1 pe of behavior they would logically support.

Table 4  Information Requirements Identified from Mapping Inspection Processes to             
                                    SRK Framework for Two Examples

4.0 SUMMARY

In the preceding sections we have presented a general descriptive model of information flow in
aircraft inspection, and a methodology (using the S-R-K framework) to identify the information
requirements of the aircraft inspector.

We need to develop training procedures for the search and decision making components of
aircraft inspection using human factors techniques that include use of cueing, feedback, active
training and progressive part training as suggested by Drury and Gramopadhye (1990). It has
been found that off-line controlled training successfully transfers to the more complex on-the-job



environment. We see that there is a great deal of research support to indicate that use of feedback
in initial training is beneficial.  From the airline inspection context this points to the necessity of
developing a training methodology that incorporates performance feedback.  Drury and
Gramopadhye (1990) have demonstrated a training scheme for gamma ray inspection of a
nozzle guide vane area of a JT9D engine.

We have to understand the problems created by the mismatches between the needs of the
inspector (who is looking for information) and the design of the documents (that present data).
There is a critical need for usable knowledge, which gets translated to utilized information, on
the job.  From a document design viewpoint we have to focus on creating usable documents.
Information flow design and system design should ensure the availability of documents at the
right place at the right time.  The demonstration project on workcard design presented elsewhere
in this proceedings is an example of applying such document design principles.

It has been known for many years that if comparison standards are available at the work point,
more accurate inspection will result.  Yet in many cases such standards are not available to the
aircraft inspector. If the maximum allowable depth of a wear mark is given as 0.010 inches, there
is neither a convenient way to measure this, nor a readily available standard for comparison.
Other examples are play in bearings and cable runs, areas of corrosion, or looseness of rivets.
All are considered to be "judgement calls" by the inspector, but simple job aids, perhaps as part
of the worksheet, or standard inspection tools, would remove a source of uncertainty.  Leaving
standards to unaided human memory may be expeditious, but it is also unreliable.

There is a necessity to gather the meta knowledge required for this indirect fault indication from
experienced inspectors (through knowledge of engineering) who understand the utilization of
such cues. There is also a need to identify the mappings between defects and fault causation
mechanisms for a wide variety of such defects.  The decision-making activity can then be
converted to a rule-based, procedural type of task.  Rules thus formed can be used in an effective
training scheme to help inspectors increase the efficiency of the search and decision making
process. This approach can be extended further to form an inspection data base which can be
continually revised and updated to reflect the distributed knowledge that exists not only in a
specific airline but across all airlines.  Such a global knowledge-base would thus receive its input
from experienced inspectors all over the aviation industry, thus consistently benefitting all users.
It is also conceivable that an expert system could be developed that makes use of such a data
base and supports decision-making tasks.

The information components identified in the model are connected to a particular task
component using the methodology.  In other words, task specific information needs are
identified.  We have to develop the information components identified by the model so that the
cognitive behaviors that are needed for an inspection task are supported. 
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1.0 INTRODUCTION

Resource requirements are high to develop computer-based training or automated job aides.  It is
also expensive to develop on-line documentation.  A cost vs. benefit analysis is more likely to
favor new technology when the same system can be used across multiple functions within a
technical environment. The integration of training, job aiding, and on-line information is
discussed in this paper.  The software technologies of intelligent tutoring, expert-system job
aiding, and multimedia information storage/retrieval will be described.  Example systems are
from the aviation and electric power generation maintenance environments.

2.0 INTEGRATED INFORMATION

There are specific knowledge, skills, attitudes and other characteristics necessary for a human to
perform a job task.  While certain human characteristics necessary for job performance are
innate, most are developed through training, experience, or merely by the worker asking "how to
do the job."  An integrated information system (IIS) (Johnson, et al, 1992) can provide
training/experience, real-time job-aiding, and also offer a manual so that the worker can
"look-up" the information as appropriate.

Integrated information systems should make the worker oblivious to the differences between
training and the work environment.  To accomplish this, IISs must share the same sources of
knowledge for training and for working.  The worker must consider IISs as "information", not as
either training or job aiding.

IISs must be developed by a multi-disciplinary team comprised of researchers with experience in
training, job aiding, and information retrieval.  Therefore IIS design and development must
involve such disciplines as training, industrial/systems engineering, human factors, logistics,
information retrieval, and appropriate subject matter expertise.

2.1 COST JUSTIFICATION
Multiple use of information helps to amortize the information development and maintenances
costs.  The Air Transport Association (ATA) Maintenance Training Committee has recognized
this fact.  Currently each airline creates a "Training Manual" from the manufacturers'
"Description and Operation Manual." ATA insists that the major manufacturers supply an
"Information Manual" that will fulfill training and operation requirements.  The manufacturers
are preparing such documentation in digital and hardcopy format.

The fault trees included in the manufacturers' Fault Isolation Manuals (FIMs) show the kind of
rule- based information that can be used for real-time job aiding and for training.  Using the
FIMs on-line, for training and for aiding, ensures that technicians are familiar with the



procedures and with the computer.  Thus, when the information is needed, under the time
pressure of the job, the technician will know how to access information quickly.

Another IIS cost savings can be found in how personnel are used.  The IIS technology can
multiply the potential of the technician.  Generalists can access the information formerly known
only to the specialist. Also, less experienced personnel will have access to job aids, thus
increasing their capability.

3.0 HYPERMEDIA: PROVIDING CONTINUITY BETWEEN
TRAINING AND JOB AIDING

Whether on the job or in the training environment, the aviation maintenance technician typically
requires an assortment of documentation: fault isolation manuals, description and operation
manuals, maintenance manuals, parts lists, etc.  Frequently, the mechanic must jump from one
manual to the next, folding and unfolding schematics along the way.  Hypermedia information
systems can integrate all of these information sources into a seamless document.

Hypermedia systems combine text, graphics, audio, and video into the same system.  The
technician can electronically jump from manual to manual, avoiding the cumbersome task of
marking previous locations in each document.  With the press of a button, the technician can see
schematics or line drawings. Hypermedia systems also provide various ways to access
information.  The technician may access a document from an index or table of contents, as well
as via a direct link from another document.  Section 3.2 provides an example of a hypermedia
system with many of these characteristics.

Hypermedia provides a critical link between training and job aiding.  A shared hypermedia
information source provides continuity for the students as they move from the classroom to the
flightline.

4.0 EXAMPLES OF INTEGRATED INFORMATION

Advances in hardware and software technology have enabled developers to combine training,
aiding, and information retrieval technology in the same system. Table 1 shows projects that
strive to integrate these technologies.  A description of each of these systems follows.  While the
examples are specific to selected domains, the technology approaches are generic and broadly
applicable to any training, aiding, or information system.



4.1 GAS TURBINE INFORMATION SYSTEM
The Gas Turbine Generation Division of the Electric Power Research Institute (EPRI) created a
robust expert system job aid from 1988-91 (Bloom, 1989).  The system provided real-time job
aiding for troubleshooting gas turbines during start-up.  Unfortunately, the technicians did not
train with this job aid.  Thus, in stressful emergency situations they did not have time to learn
how to use the job aid.  Therefore, even though the job aid contained useful knowledge, the
technicians rarely used the system.

The Gas Turbine Information System (GTIS) redesigns the original job aid to provide training,
aiding, and on-line documentation.  Figure 1 shows a screen from the GTIS.  The system
operates on a dual 80386 processor.  One of the processors is dedicated to delivery of digital
video interactive (DVI) information.  The DVI is used mostly to deliver training information
about general gas turbine principles and other engine-specific information.  The second
processor delivers the simulation, tutoring, job aiding, and the technical manual.



Figure 1  GTIS Student Interface

GTIS permits the user to simulate operation of the gas turbine for diagnostic training.  The
simulation is "intelligent" in that it creates a model of the users actions as needed.  Since the
users become familiar with the system during training, it is very natural for them to switch the
system to a real-time job aid when needed for plant troubleshooting.

GTIS research and development addresses on-line documentation. When completed, the system
will contain a complete set of technical manuals with a hypermedia interface.

4.2 AVIATION HUMAN FACTORS PUBLICATION
The Federal Aviation Administration, Office of Aviation Medicine (OAM), is developing a
hypermedia information system for all documents published in the three-year history of the
program.  Figure 2 shows a screen from that information system. The hypermedia system
contains links to figures, tables, photographs, and other documents.  The OAM hypermedia
information research has been instrumental in software design for other integrated information
systems being developed at Galaxy Scientific Corporation.  At the end of the project, this
complete hypermedia, research system will be distributed on a CD-ROM.  The project has
resulted in specifications for delivery of text and graphical information and the creation of the
hypermedia display and linking system.



Figure 2  FAA Hypermedia System

Even though the current effort concentrates on the integration of research papers, the hypermedia
system has also been used to access aircraft maintenance documents.  The system is also being
used to distribute 4 on-line papers, including this one, at the 1992 Annual Meeting of the Human
Factors Society.

4.3 ENVIRONMENTAL CONTROL SIMULATION
The environmental control simulation (ECS), also developed for the Office of Aviation
Medicine, demonstrates intelligent tutoring systems and, more importantly, intelligent simulation
(Johnson, 1990).  The ECS models the Boeing 767 air conditioning system.  From the main
menu, shown in Figure 3, the user can access all instrumentation and hardware available in the
aircraft.



Figure 3  ECS Main Screen

Applying intelligent tutoring system design (Polson & Richardson, 1989, Massey, et al, 1988) to
a simulation environment has resulted in an intelligent simulation.  The system observes user
interaction with the simulation to provide appropriate feedback and advice.  As shown in Figure
4, the system also permits the user to access the fault isolation manuals from the computer.  The
ECS has integrated training and information system functionality, but has not yet attempted the
transition to job aiding.  This transition can be accomplished with relative ease due to the
software design of the current system.  As previously discussed, this aircraft-specific example is
generalizable to many maintenance training applications.



Figure 4  ECS Fault Isolation Manual

4.4 MICROCOMPUTER INTELLIGENCE FOR TECHNICAL TRAINING
(MITT)
Microcomputer Intelligence for Technical Training (MITT) has been described extensively
elsewhere (Wiederholt, et al. (1992), Johnson, et al. (1988)).  The MITT tutor design and the
MITT Writer authoring system, sponsored by the US Air Force Armstrong Laboratory, has
resulted in the development of numerous intelligent tutors for technical training.  The tutors
described in the following two sections are advanced technology derivatives of MITT.

4.4.1 Radar Simulation Tutor
The FAA Technical Center, in Atlantic City, New Jersey has a charter to apply Advanced
Technology to training and aiding of Airway Facilities (AF) technicians.  The radar tutor is a
direct response to that charter (Jones & Jackson, in press).

The population of AF technicians is very senior.  In many FAA facilities, most of the technicians
are eligible for retirement.  New technicians are often overwhelmed by the variety and volume of
systems for which they must be trained.  In most cases new technicians spend 75% of their first
year, away from home, training at the FAA Academy in Oklahoma City.  Upon return from
training, continuing training is needed to ensure readiness.

The Radar Simulation tutor, pictured in Figure 5, permits the user to operate the system for



maintenance in a simulation environment.  The system was originally designed to use the MITT
tutor format, but has evolved to provide additional interface, feedback, and on-line information
system capabilities within a Microsoft Windows environment.

Figure 5  Radar Simulation Screen

The Radar Simulation tutor permits the student to perform tests and to seek advice.  System
design will permit the entire tutor to operate on the Pen computer for future application as a
job-aid.

4.4.2 Automatic Valve Simulator
Motor-operated valves (MOV) have been a continuing operational and maintenance problem in
US Nuclear electric power plants (NRC, 1989).  The MOV Tutor, shown in Figure 6 ,which
uses the MITT technology, permits the user to see  and learn about MOVs.  The trainer also
simulates diagnostic scenarios on which the technician may practice.  Finally, the system
contains all necessary MOV documentation to ensure real time job aiding as needed.  As a part
of this research a specification for a Microsoft Windows- based authoring system is also in
development.



Figure 6  MOV Screen

5.0 SUMMARY

Current and future job and equipment design increases the numbers of workers that will require
simultaneous training, aiding, and information retrieval.  Therefore, designers and developers,
using readily available hardware and software, must create integrated information systems.  As
described previously, the integration of these three capabilities will justify the time and cost of
development.

This paper has described five systems that demonstrate the feasibility of integrated systems.  The
result has been very successful.  Sources of funding support have increased considerably since
the user base has increased and will continue to grow.  All customers, including trainers, and
in-plant personnel are able to multiply their capability with these tools.  The systems are closing
the gap between "resident" training and "on-the-job" training.  Clearly this positive trend is
indicative of the future.
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1.0 ABSTRACT

Over the past decade, computer hardware and software advances have been astounding.  As
these hardware and software systems become more sophisticated, so do the expectations of the
computer users. To be accepted, training systems must provide sufficient fidelity to satisfy users'
expectations.  This paper describes how Intelligent Simulations and Intelligent Tutoring Systems
attempt to provide sufficient simulation and interface fidelity.  It also provides pragmatic
examples of training systems that effectively use varying levels of fidelity.

2.0 INTRODUCTION

Computer users are becoming increasingly sophisticated.  They interact with high-technology
devices daily such as compact disc players, camcorders and cellular telephones.  They also play
interactive video games with high resolution graphics.  As a result, they are bored by anything
that doesn't have the same "curb appeal".  Training and job aiding for technical devices should
provide sufficient visual appeal to capture the user's attention.

However, a flashy interface is not enough.  Once the user accepts the visual appeal of the system,
the training system must be engaging enough to keep the user's attention.   Without adequate
simulation and remediation, the student is not motivated to learn.  Intelligent Tutoring Systems
and Intelligent Simulations provide a framework in which students can learn by doing.

3.0 INTELLIGENT TUTORING SYSTEMS AND INTELLIGENT
SIMULATION

The term "Intelligent Tutoring System" (ITS) gained popularity in the eighties (Sleeman and
Brown, 1982, Polson and Richardson, 1988, Psotka, et al, 1988).  It describes an architecture
around which training systems are built.  As shown  in Figure 1, an ITS contains an instructional
environment, interface, and models of the student, expert and instructor.



Figure 1  Intelligent Tutoring Systems

The instructional environment is at the heart of the diagram.  This environment can range from
drill and practice to tutorials to complex mathematical simulations (or any combination thereof).
This paper concentrates on the use of simulation as the instructional environment for
troubleshooting in technical domains.

The student sees the output of the instructional environment via the interface.  The interface
media can range from only text, to text and graphics, to digital photographs, to video and sound.
Obviously, the type of interface depends upon the limitations of the computer hardware.  Later
sections will show how varying levels of interface presentation can be effective.

The "intelligent" portion of ITS revolves around models of the instructor, student, and expert.
The ITS keeps tracks of the current state of the student's knowledge and actions (the student
model).  The ITS compares this model with what and expert would do (the expert model), and
provides appropriate remediation to the student (the instructor model).

Intelligent Simulation (Johnson and Norton, 1991) still uses the ITS framework, but places
greater emphasis on the simulation and the interface.  While the student, instructor, and expert
models are still very important, the perceived fidelity of the simulation and interface is equally
important.  The term "perceived" is significant here.  The actual  complexity of the simulation is
insignificant, as long as the student perceives  it to be adequate.  For example, data values that
appear on a test panel can originate from a complex simulation or a simple look-up table.  As
long as the data values are timely and accurate, the student does not care how they were
generated.

Research indicates that the required level of fidelity varies depending on the type of task being
taught (Hays and Singer, 1989).  The intelligent simulations described below are generally more
concerned with the cognitive tasks of troubleshooting, rather than with the psychmotor skills.
Therefore, these simulations require more functional fidelity than physical fidelity.



4.0 PRAGMATIC EXAMPLES OF INTELLIGENT SIMULATIONS

The author and his colleagues have developed a wide spectrum of intelligent simulations over
the past decade.  This section will identify several training applications that adhere to the ITS
and Intelligent Simulation structure.  It will describe how each training system effectively
integrates various levels of fidelity in each application.

4.1 ENVIRONMENTAL CONTROL SYSTEM (ECS) TUTOR
The Environmental Control System (ECS) Tutor is an intelligent simulation for  maintenance
training of the ECS on the Boeing 767-300, as shown in Figure 2.  The ECS Tutor, developed
for the FAA Office of Aviation Medicine, lets the student troubleshoot malfunctions of the air
conditioning portion of the ECS.

Figure 2  The ECS Tutor

The instructional environment and interface present the student with an interactive simulation of
the aircraft maintenance environment.  The student accesses the Overhead Panel to affect
changes that are then shown on the Engine Indicating Crew Alerting System (EICAS) Display,
as shown in Figures 3 and 4. The student also accesses the Fault Isolation Manual (FIM) during
the simulation.  The FIM is the aircraft mechanic's decision tree during troubleshooting.



Figure 3  The ECS Overhead Panel

Figure 4  The ECS EICAS Display

The student may ask for troubleshooting advice at any time.  Also, the system detects when the
student appears to be floundering, and offers unsolicited advice.  The system gradually gives
more specific help each time it recognizes that the student needs help in the same area.  For
example, the unsolicited advice may first suggest that the overheating problem may be caused by
a problem in the control system.  If the student still has trouble, the system may then suggest that
the student look at the temperature control valve.

The simulation of the ECS focuses on the inputs and outputs of each component. If a component



fails, it produces an erroneous output value.  Each subsequent component propagates this error
through the system.  The student interacts with the EICAS display and the Overhead Panel to see
the effects on the air conditioning system.  If the student replaces a malfunctioning component,
the data values on the EICAS display immediately reflect the correction.

The student may choose to solve the problems by using the FIM exclusively, by using a
schematic of the cooling pack, or both.  Regardless of the method chosen, the simulation reacts
as described above. Solving the problem via the FIM forces the student to go "by the book".
Solving the problem via the schematic allows more flexibility for more proficient students.  Both
methods give the student access to various troubleshooting tools and procedures (e.g. visual
inspection, voltmeters, built-in test equipment, replacement, etc.).

Preliminary evaluations of the ECS Tutor, with an airline and an aircraft maintenance school,
have been very favorable.  In order to obtain "hard" numbers, the ECS Tutor will undergo a
complete cost- effectiveness and training-effectiveness evaluation in the Summer of 1992.

4.2 AIR TRAFFIC CONTROL BEACON INTERROGATOR (ATCBI-4)
TUTOR
The Air Traffic Control Beacon Interrogator (ATCBI-4), shown in Figure 5, is a complex
electronics system used by air traffic controllers.  The ATCBI-4 Tutor, sponsored by the FAA
Technical Center, allows Airways Facilities maintenance technicians to troubleshoot simulated
malfunctions with the help of an expert advisor.

The simulation of the ATCBI-4 represents each component in the system via different operating
states. When a malfunction is introduced to the system, the simulation determines whether each
component is normal or abnormal - based upon the functional connectivity of components in the
system.  Each component has default data values for both a "normal" state and an "abnormal"
state.  If required, the simulation may override the default "abnormal" data values with values
that are more specific to a given malfunction.

The ATCBI-4 Tutor also allows the student a variety of ways in which to troubleshoot the
system.  The student may use either functional flow diagrams or simulation displays.  The
student uses functional flow diagrams to get a solid theoretical basis for troubleshooting.  These
diagrams present the information about components in the most basic form: normal or abnormal.

Once students establish a baseline proficiency, they may opt to interact with the simulation
displays for a more realistic, interactive instructional environment.  The student accesses
displays which represent oscilloscope wave forms and instrument panels.  Simulation displays
replicate the physical troubleshooting environment more realistaclly than the logical
troubleshooting environment.

4.3 GAS TURBINE INFORMATION SYSTEM (GTIS)
The Gas Turbine Information System (GTIS), sponsored by the Electric Power Research
Institute (EPRI), is an Integrated Information System for gas turbines, as shown in Figure 6.
This system combines training, job aiding, and intelligent information retrieval.  The intelligent



tutoring system lets the student diagnose failures on a gas turbine engine.  The job aid assists
with on-the-job troubleshooting.  The GTIS information retrieval system provides access to
schematic diagrams and other system information.

The GTIS simulation uses a static "look-up table" scheme to generate data values.  Data values
are pre- defined for each malfunction.  The simulation uses a "snapshot" of the state of the gas
turbine at the time of the failure for data values.

The GTIS student obtains diagnostic information via tests, observations, calibrations and
replacements. The GTIS uses still digital photographs of the equipment while troubleshooting,
but uses digital video interactive (DVI) sequences to describe equipment and to teach general gas
turbine principles.

4.4 MICROCOMPUTER INTELLIGENCE FOR TECHNICAL TRAINING
(MITT)
Microcomputer Intelligence for Technical Training (MITT) permits technicians to operate and
diagnose technical systems.  It tracks trainee's actions and provides feedback using an embedded
expert system. MITT runs on 80286-based DOS machines with the default 640K of memory
(Norton, et al, 1992).

The MITT Writer Authoring System permits training developers to build expert system-based
tutors (MITT Tutors) without the use of a programming language.  The developer simply enters
a description of the training domain.  The developer may make changes to this training
description as modifications to the target system warrant.  To date, some of the MITT Tutors
include: Auxiliary Power Unit (APU) Tutor (see Figure 7), Message Processing System  (for
Minuteman Missile) Tutor, Electric Power Distribution System for the Space Shuttle (Fuel Cell)
Tutor, and Automobile Engine Tutor.



Figure 7  MITT APU Tutor

The MITT Tutor simulation relies on a simple, but effective "look-up table" to supply necessary
data values to the student.  With MITT Writer, the training developer provides a description of
sensor behavior for each malfunction.  The training developer specifies discrete data points for
the duration of the malfunction.  By using this method, the MITT Tutor supports dynamic data
values.  The simulation also extrapolates from data point to data point to give the student the
effect of a continuous simulation.

5.0 CONCLUSION

The Intelligent Simulations just outlined encompass the spectrum of simulation fidelity and
visual appeal. The ECS Tutor uses a deep simulation model, while MITT uses a dynamic
look-up table.  GTIS uses a surface-level, static simulation.  These systems also use a host of
interactive displays: from EGA, scanned graphics in MITT, to digital photographs in ATCBI-4,
to digital video interactive in the GTIS.

Each of these technologies requires different levels of resources for development.  While many
people always want the highest fidelity simulations and greatest resolution images, it is
impractical, and also unnecessary, for every system to require such parameters.  The systems
described above show that different combinations of fidelity can be quite effective. 
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EMERGING TECHNOLOGIES FOR MAINTENANCE
JOB AIDS

Charles F. Layton, Ph.D.
Galaxy Scientific Corporation

1.0 INTRODUCTION

Maintenance is fast becoming one of the most frequent applications of computer-based job
aiding. Maintenance job aids range from automatic preventive maintenance schedulers, to
systems that monitor equipment status and recommend maintenance, to systems that aid in fault
diagnosis and repair. Application domains range from production equipment (e.g., clutch
assembly machines), to process equipment (e.g., turbine generators), to high technology
specialized equipment (e.g., fighter aircraft).  There is a range of methodologies employed,
including algorithmic approaches for preventive maintenance schedulers to expert systems for
fault diagnosis and repair.  The technologies employed encompass a range from mini computers
to desktop microcomputers linked to video disks.  This paper addresses extant approaches to job
aiding in maintenance, the prospects for using emerging technologies for such systems, and the
impact of emerging technologies on human performance, particularly in aviation maintenance
applications.  It also calls for a new design philosophy in building job aids.  A study which used
this philosophy and compared three different levels of aiding on a task is also discussed.  Some
of the results of the study and their applicability to maintenance job aids are presented.

This chapter is similar to a previous review of job aids (see Chapter 5 of Shepherd, W. T.,
Johnson, W. B., Drury, C. G., Taylor, J. C., & Berninger, D., 1991), in that many of the systems
encountered were concerned with technological developments, rather than performance
achievements.  Whereas that previous work identified some of the difficulties with introducing
advanced technology job aids into an operational environment, this discussion addresses some of
the fundamental problems with past approaches to job aids and presents a design philosophy
which capitalizes on the skills and abilities of the operator in order to produce a combined
human-computer system that attains increased performance.

2.0 SURVEY OF MAINTENANCE JOB AIDS

A survey of academic, industrial, and popular literature revealed a wide variety of approaches to
building maintenance job aids. These differing approaches include both hardware and
methodological considerations, ranging from stand-alone, automatic scheduling systems to
portable, interactive troubleshooting systems.  The hardware aspects are addressed first, followed
by a discussion of some of the different methods used.

2.1 HARDWARE EMPLOYED



The following systems exemplify the variety of hardware approaches used for maintenance job
aids.

Folley and Hritz (1987) describe an expert system that assists in troubleshooting clutch assembly
machines on a production line.  Fault lamps above the machine stations indicate which stations
are  malfunctioning. A technician takes a maintenance cart to the malfunctioning station.  The
cart carries a two-button control and a monitor and the technician connects these to a junction
box at the station.  This junction box links the monitor and control to a remote computer and
video disk player.  The technician uses the control to move through a menu system to specify the
faulty station.  The computer then specifies the  tests to be performed, along with graphic
displays of the equipment, and the technician enters the results of the tests. In this way, the
computer guides the technician through troubleshooting and repairing the malfunctioning
equipment.

A similar system developed by the Electric Power Research Institute (EPRI) also uses a video
disk player for displaying maintenance information and procedures for gas-turbine power plants.
This system uses a dual processor computer system.  One processor manages an expert system,
while another controls a video disk player.  The EPRI also uses voice recognition and synthesis
for input and output, respectively.

General Motors developed an expert system to assist in vibration analysis of production
machinery (cf. "GM unveils `Charley'...").  Named after a retiring technician with many years of
experience, `Charley' was intended to help less experienced technicians locate parts that needed
repair in production equipment with rotating components.  Charley stores a signature file for
each properly operating piece of equipment; technicians record the vibration signature of a
problematic piece of equipment with a special data recorder and then connect the recorder into a
Sun workstation.  Charley compares the newly recorded signature with the database and begins
diagnosing the problem.  Charley guides interactions, may ask the technician for additional
information, and explains its troubleshooting strategies.  Charley can also be used as a consultant
and allow a technician to explore `what if' questions.  Finally, Charley is also used to train new
technicians.  The emphasis of the system is on preventive maintenance, rather than repair of
failed equipment.

McDonnell Douglas developed the `Avionics Integrated Maintenance Expert System' (AIMES)
for use on F/A-18 fighter aircraft (cf. "McDonnell Douglas flight tests...").  AIMES is a
self-contained on-board box which contains a microprocessor and records flight avionics data on
a cassette for later analysis.  During this off-line analysis, production rules detect and isolate
avionic failures at the electronic card level.  AIMES generates queries and tests based on data
and concludes whether a fault is present.  If there is a fault, AIMES supplies the fault data, the
card name, and the reasoning that led to the fault isolation conclusion.

The telecommunications industry is a large user of advanced technology maintenance aids,
particularly in network switch and cable analysis (cf. "Expert system from AT&T...").  For
example, the `Automated Cable Expertise' system runs automatically each night to detect trouble
spots in cables.  Upon identifying a problem, it reports the repair history of the area and suggests
corrective action.



2.2 METHODS EMPLOYED
The following systems exemplify the range of software methodologies employed in maintenance
job aids.

Berthouex, Lai, and Darjatmoko (1989) discuss a system for determining daily operations for a
wastewater treatment plant.  This system is billed as an `expert system', although it was
developed using standard spreadsheet (Lotus 1-2-3) and database software (d-Base III), rather
than one of the many production system shells.  (Expert systems have historically been written
using production rules, if-then clauses, in one of many languages specifically designed for that
purpose, for example OPS5 or LISP. Popularization of the term `expert system' has led to
decreasing precision of use.)

`Process Diagnosis System' (PDS) was developed by the Westinghouse Research and
Development Center and Carnegie Mellon University for maintenance of steam generators.  PDS
is a condition monitoring system for preventive maintenance in order to alleviate both
breakdown maintenance and unnecessary maintenance.  The system is designed to detect
deterioration early and predict the duration of safe operation.  PDS also recommends specific
preventive maintenance for regularly scheduled down times.

Vanpelt and Ashe (1989) describe the `Plant Radiological Status' (PRS) system for nuclear
power plants. The PRS system presents a three dimensional model of the power station and
equipment so that maintenance teams may plan maintenance tasks in advance.  The PRS system
facilitates access to and interpretation of radiological conditions by identifying hotspots and
contaminated areas, as well as identifying obstructions and available workspace.  The goals of
the PRS system are to reduce maintenance time and radiation exposure.

Several systems for supporting operations and maintenance were reviewed by Bretz (1990).  One
of the systems was developed by Chubu Electric Power Company and Mitsubishi Heavy
Industries, Ltd. in Japan. This comprehensive expert system assists in power plant boiler failure
analysis and maintenance planning. The failure diagnosis reports the most probable causes for
failure, guidelines for inspection, the items to be investigated, repair methods, and suggested
preventive maintenance.  The maintenance planning subsystem automatically prepares daily
repair schedules, a work estimation plan, and work specifications.

The distinction is sometimes made between `deep' and `shallow' knowledge in expert systems.
The knowledge typically represented in production systems is considered shallow knowledge
because it contains only antecedent-consequent relationships without any information as to why
one thing follows from the other.  Deep knowledge, on the other hand, captures the functional
and causal relationships between the components of the object or system being modeled; thus,
`modeled-based reasoning' is often used to describe this approach. Atwood, Brooks, and
Radlinski (1986) call `causal models,' which use components functions as the basis for their
reasoning, the next generation of expert systems.  Clancy (1987) describes a system for
diagnosing switch mode power supplies which uses a model of the component level of the
electronics for its diagnosis.  Whereas one can test for signal presence at the module level of the
electronics, the component level is concerned with the way in which a signal changes as it passes



through the components.  Finally, a system developed for Britain's Central Electricity Governing
Board uses a model of the cause and effect relationships inherent in turbine generators for
diagnosis and maintenance (see "Expert system probes...").  This expert system monitors and
analyzes the vibration patterns of the equipment in its analysis.

The most sophisticated system encountered in the survey is the `Testing Operations Provisioning
Administration System' (TOPAS) developed by AT&T. Clancy (1987) describes TOPAS as a
real-time, distributed, multi-tasking expert system for switched circuit maintenance.  TOPAS
performs trouble analysis, localization, and referral of network troubles.  Clancy claims that
TOPAS "does network maintenance without human intervention or consultation" (p. 103).  If
this is true, then TOPAS is not really a job aid, because it performs the job itself.

3.0 THE USE OF ARTIFICIAL INTELLIGENCE IN JOB AIDS

The methods and design philosophies used in building job performance aids vary with the
designer(s). While some of the systems surveyed placed the technician in charge of the
troubleshooting and maintenance, the majority of the approaches relied on artificial intelligence.
The following describes various artificial intelligence approaches and their impact on human
performance.

3.1 EXPERT SYSTEMS
Expert systems typically have three components:  a rule base, a knowledge base, and an
inference engine. The rule base contains the problem solving strategies of an expert in the
domain for which the system was developed.  The rule base is made up of production rules
(if-then clauses).  The knowledge base contains the history and the current data of the object
under consideration (this object may be anything from an aircraft engine to a medical patient).
The inference engine is responsible for determining what rules get activated and when the
system has solved the problem or is at an impasse.  Expert systems are typically written in a
programming language specifically designed for such use, such as LISP or OPS5.

Typically, the human expert is not the person who builds the expert system, rather he/she
interacts with a `knowledge engineer' who is responsible for extracting the expert's expertise.
One difficulty with expert systems has frequently been referred to as the `knowledge engineering
bottleneck'; it can be difficult to access and program the knowledge of the expert into the expert
system.  For instance, the expert may not even be aware of what he/she does to solve a particular
problem.  Furthermore, it is impossible to guarantee that the rule base contains all of the
knowledge of the expert.

3.2 KNOWLEDGE-BASED SYSTEMS
Knowledge-based systems place less emphasis on production rules as a way of representing
knowledge, and more emphasis on using a large database of information.  This database may
consist of information such as vibration patterns of equipment, as in the `Charley' system



discussed above, or it may consist of typical hardware configurations, for instance.  The point of
knowledge-based systems is that they rely on a large body of readily-available information for
the bulk of their processing.

3.3 MODEL-BASED SYSTEMS
Model-based systems are an attempt to produce more robust problem solving systems by relying
on `deep' representations of a domain.  The models depend on a description of the functionality
and relationships of the components that make up the domain.  Model-based systems are
concerned with not only how a component functions, but why it functions that way.  Developers
of model-based systems believe that these systems will be able to solve novel problems, whereas
expert systems can only solve problems with which an expert is familiar.

4.0 HUMAN PERFORMANCE IMPLICATIONS OF ARTIFICIAL
INTELLIGENCE APPROACHES

The human performance implications of using an artificial intelligence-based problem solver are
many. All of  these systems revolve around the `machine expert' paradigm, in which the
computer controls all problem- solving activities.  One problem of with the machine expert
paradigm is that because computers do not have  access to the `world', they must rely on a person
to supply all relevant data about the world. Thus, the  machine expert directs tests to be run and
requests the results of those tests.  Based on these data, the  computer  requests more information
or reaches a conclusion, and that conclusion may be erroneous.  In the  words of one cognitive
engineering researcher, the human is reduced to a "data gatherer and solution filter" for the
machine.

One problem associated with this lack of environmental access is that the person may have
knowledge that the computer does not.  Since the computer directs the problem solving, it may
never ask for information that may be critical to successfully solving the problem.  Furthermore,
there is usually no provision for the operator to volunteer such information.  The person may
even have different goals than the machine or may not know what the machine's goals are when
it is attempting to solve a particular problem.  Additional difficulties arise when the human
operator accidentally enters the wrong data or when he/she misinterprets a request from the
computer.  Suchman (1987) discusses the problems of human machine communication at length.

Probably the biggest problem associated with expert systems is that they are brittle.  As
mentioned above, expert systems can only solve problems that the human expert has seen or
remembers to discuss with the knowledge engineer. People (either experts or expert system
designers) simply cannot anticipate all of the environmental variability encountered in the world.
This leads to the tragic irony of such systems: expert systems are most needed when a problem is
difficult, and that is precisely when the expert systems fail.  The upshot is that the human
operator is left to solve a difficult problem without the benefit of having developed expertise
through solving other problems, because those were handled by the expert system!



All of these problems and more arose in a study by Roth, Bennett, and Woods (1987), in which
the authors observed technicians using an expert system to troubleshoot an electro-mechanical
device.  One of the major findings of the study was that only those technicians who were actively
involved in the problem solving process and performed activities beyond those requested by the
expert system were able to complete the tasks.  The technicians who passively performed only
those activities requested by the expert system were unable to reach solutions on any but the
most trivial tasks.

The above should not be interpreted as a condemnation of all uses of artificial intelligence
techniques, however.  Indeed, artificial intelligence has greatly advanced our understanding of
the capabilities, as well as the limitations, of computational tools.  Prudent use of such
techniques can greatly enhance the ability of a cognitive engineer to provide operators with
powerful problem solving tools.

5.0 EMERGING TECHNOLOGIES

Continued advances in hardware and software technologies will further increase the cognitive
engineer's design repertoire.  Indeed, there are many emerging technologies that could be
profitably used in maintenance job aids.  Advances in computer hardware, display hardware, and
object modeling all have great potential to improve job aiding capabilities.  Each of these is
discussed below.

5.1 ADVANCES IN COMPUTER HARDWARE
As computer hardware has become smaller and more powerful, there has been a progression to
smaller, more portable job aids.  Whereas earlier job aids ran on minicomputers, then
workstations and personal computers, newer job aids are being designed using laptops.  There is
no reason to believe that the laptop computer is the smallest, lightest computer that will be
developed, however. Indeed, the NCR NotePad has recently been introduced.  This computer is
pen-based; that is, all input is performed via a pen stylus, rather than through a keyboard or
mouse.  The NotePad is light enough that it can be easily held in one hand, which greatly
facilitates taking it to the maintenance site.  The NotePad is relatively quick, it has reasonably
large storage capacity, and it has limited handwriting recognition abilities.

An aviation industry working group is currently defining the standards for a `Portable
Maintenance Access Terminal' (PMAT) for use in commercial aviation.  As currently conceived,
the PMAT would connect to the `Onboard Maintenance Systems' of current aircraft and would
be used for troubleshooting. Because the emphasis is on portability, it is likely that something
similar to the NotePad or a standard laptop computer will be specified.

Another emerging hardware technology is the use of `built-in test equipment' (BITE) in
engineered systems, no doubt due in part to the widespread use of microprocessors.  BITE likely
does not eliminate the maintenance technician, however, because it may be difficult to
implement such equipment in mechanical systems or in very complex systems.  Indeed, BITE
may introduce additional problems for maintenance people because there is a lack of



standardization on how BITE should operate; thus, there may be confusion when dealing with
similar, but different, BITE.  Further complications may arise due to issues of granularity in
BITE; BITE may simply indicate that a piece of equipment is not functioning properly, without
indicating the specific nature of the malfunction or without indicating which component must be
repaired or replaced.

5.2 ADVANCES IN DISPLAY HARDWARE
One of the surveyed systems used a personal computer to control a slide projector for displaying
maintenance graphics.  Several of the systems used a computer-controlled video disk for such
displays. With the advent of digital cameras and compact disc-interactive (CDI) technology,
systems with higher fidelity and portability can be achieved.  Appropriately designed CDI
systems could store many views of the object(s) being serviced, as well as maintenance
procedures and information.  Indeed, what graphics were displayed would depend on the fault
manifestations.  Furthermore, well-designed CDI systems would allow the technician to
troubleshoot by hypothesizing a failed component and watching how a simulation of the system
performed.  Similarly, the technician could replace a component in the simulation and see the
results.  In this manner, the technician could develop expertise more quickly than learning
on-the-job (because the technician would have control over what aspects he was learning, rather
than relying on whatever malfunction happened to occur).

5.3 ADVANCES IN OBJECT MODELING
An extension of the three-dimensional model discussed above is virtual reality.  Virtual reality
has received a lot of attention as a result of the Defense Advanced Research Project Agency's
development of the `Pilot's Associate Program' and consists of replacing an operator's view of
the `real world' with a simulated view of that world.  Thus, real world objects are replaced with
simulations of those objects.  One possible use of virtual reality would be to allow the
maintenance technician to `stand' inside a device, such as an engine, and watch how it functions,
both normally and with failed components.  The technician could also see the effects of replacing
components, similar to the CDI system above, but with the benefit of observing the effects more
directly.  As with CDI, the technician need not replace the actual system components, but may
replace components in the simulation of that system.  The uses of virtual reality appear to be
limited only by the job aid designer's imagination.

6.0 HUMAN PERFORMANCE IMPLICATIONS OF EMERGING
TECHNOLOGIES

While many past approaches to job performance aids sought to replace human expertise with
machine expertise, there is a growing appreciation for the importance of human skill. The
machine expert paradigm sought to overcome human information processing `limitations' with a
computer prosthesis.  However, even computers are limited resource processors.  A more
enlightened approach is to view computers as tools to amplify human capabilities, not overcome


