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Executive Summary

This study examined the ability of selected Performance 
and Objective Workload Evaluation Research (POWER) 
measures to predict and classify operational errors (OEs) 
and routine operations (ROs) using logistic regression 
analysis. Logistic regression is a statistical technique 
designed to predict whether an event of interest will or 
will not occur. Thus, logistic regression is well suited for 
identifying factors that discriminate between OEs and 
ROs. An OE database was derived from Systematic Air 
Traffic Operations Research Initiative (SATORI; Rodg-
ers & Duke, 1993) re-creations of OEs occurring at the 
Indianapolis Air Route Traffic Control Center (ZID) 
between 9/17/2001 and 12/10/2003. POWER variables 
were computed in 5-minute intervals from each OE in 
the sample (i.e., 4 minutes prior, 1 minute after). When-
ever possible, OEs were matched (by sector, day of the 
week, and time interval) with ROs extracted from System 
Analysis Recordings (SARs) taped between 2/25/2005 and 
3/3/2005. This produced a total of 229 observations (120 
OEs, 109 ROs). Variables based on complexity factors 
identified in a previous analysis (Pfleiderer, Manning, & 
Goldman, 2007) were computed for both the OE and 
RO traffic samples. These variables (i.e., Average Control 
Duration, Aircraft Mix Index, Average Lateral Distance, 
Average Vertical Distance, Number of Handoffs, Num-
ber of Point Outs, Number of Transitioning Aircraft, 
and Number of Heading Changes) were then used as 
predictors in two stepwise logistic regression analyses 

conducted for the high-altitude (N = 161) and low-altitude  
(N = 68) sector samples. 

In the high-altitude sample, variables included in the 
final model were the Number of Heading Changes, the 
Number of Transitioning Aircraft, and Average Control 
Duration. Every heading change that occurred increased 
the likelihood of an OE by 128%, every transitioning 
aircraft increased the likelihood of an OE by 26%, and 
every one-second increase in Average Control Duration 
increased OE likelihood by 2%. The model was able to 
accurately classify OE and RO samples for 80% of the 
high-altitude traffic samples. 

In the low-altitude sample, variables included in the 
final model were the Number of Point Outs, the Number 
of Handoffs, and the Number of Heading Changes. Every 
point out that occurred increased the likelihood of an 
OE by 230%, every handoff increased OE likelihood by 
54%, and every heading change increased OE likelihood 
by 49%. The model was able to accurately classify OE 
and RO samples for 79% of the low-altitude cases. 

Overall, the logistic regression technique was very 
effective in identifying variables that predicted the occur-
rence of OEs. Although logistic regression cannot be used 
to determine causation, the results provide direction for 
further study. Continued investigations along these lines 
may highlight complexity factors that should be addressed 
before adopting changes to the National Airspace System 
(NAS) to ensure that safety is maintained.
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Prediction and Classification of Operational Errors and Routine 
Operations Using Sector Characteristics Variables

In the current Air Traffic Control (ATC) system, an 
Operational Error (OE) occurs whenever there is a vio-
lation of aircraft separation minima, as defined by the 
applicable version of Federal Aviation Administration 
(FAA) Order 7110.65 (FAA, 2006). Although the FAA has 
called for a reinvention of the National Airspace System 
(NAS) to keep pace with projected growth in the aviation 
industry, it is reasonable to assume that future systems 
will also include some kind of separation standards. Thus, 
it becomes increasingly important to understand the 
environmental and contextual factors that contribute to 
the loss of separation to ensure that increases in capacity 
are not purchased at the price of safety.

From a research standpoint, OEs have the advantage 
of being very clearly operationally defined. However, 
they are problematic when studied from the perspective 
of the individual controller because “OEs are rare events, 
relative to the number of controllers working and opera-
tions conducted in any given day or year” (Broach & 
Schroeder, 2005, p. 4). On the other hand, multiple OEs 
occur in many sectors within any given year. The exact 
number depends on the characteristics of the particular 
sector. Thus, studying OEs from a sector perspective not 
only provides a statistical advantage, but it has a certain 
logical appeal as well. If airspace characteristics did not 
contribute to at least a portion of their occurrence, OE 
frequency would be relatively equal in all sectors. Yet, 
some sectors are more prone to OEs than others.

Numerous studies have investigated the relationship 
between sector characteristics and the occurrence of OEs 
(e.g., Grossberg, 1989; Kershner, 1968; Lowry, Mac-
Williams, Still, & Walker, 2005; Rodgers, Mogford, & 
Mogford, 1998; Schroeder, 1982; Spahn, 1977). Most 
of this work has been done without reference to routine 
operations (ROs). Yet, for every OE that occurs in a 
sector, there are hundreds (possibly thousands) of hours 
in which an OE did not occur. To truly understand the 
environmental and contextual factors that contribute to 
OEs, it is necessary to identify what was different about 
the sector environment at the time the OE occurred. In 
short, the factors must be able to discriminate between 
OEs and ROs.

Logistic regression is a statistical tool that develops 
models to predict whether an event of interest will or will 
not occur. Although logistic regression is a non-causal 
analysis (i.e., the extracted predictors are not necessarily 
the cause of increased odds of an event), the variables 

included in the model are those that uniquely identify 
conditions in which the event is likely to occur. Hence, 
logistic regression is well suited for the task of discrimi-
nating between OEs and ROs.

Of course, the first question to be answered is whether a 
model constructed solely of sector characteristics variables 
can predict OEs with sufficient accuracy to be useful for 
practical applications. After all, other factors (e.g., human 
elements, organizational influences) also contribute to the 
occurrence of OEs. On the other hand, if such a model 
could be identified, the included variables would be ideal 
for incorporation into automation tools that warn of sector 
conditions in which the risk of an OE is higher.

The second question is whether it is possible to identify 
a parsimonious set of routinely recorded, easily measured 
predictors. Obviously, predictor variables that cannot be 
routinely recorded or those requiring substantial post-pro-
cessing are impractical for most applications. The quest for 
parsimony, however, is motivated by statistical concerns. 
In a recent review, Hilburn (2004) listed in excess of 100 
complexity factors purported to be associated with sector 
complexity, controller workload, or OEs. Viewing the litera-
ture, one is left with the impression that sector complexity 
research is at risk of being crushed under the sheer weight of 
the potential predictors. Even within individual studies, the 
number of predictors submitted for analysis often exceeds 
the limitations of the statistical procedure. For example, in 
an investigation of the relationship between sector charac-
teristics and OEs at the Atlanta Air Route Traffic Control 
Center (ARTCC), Rodgers et al. (1998) conducted a linear 
regression analysis to predict the number of OEs per sector. 
More than 20 predictors were submitted for analysis with 
only 45 sectors in the airspace. The authors relied on tests 
for tolerance in the forward stepwise procedure to exclude 
variables that failed to contribute a significant amount of 
unique information to the model. Unfortunately, stepwise 
procedures require a much higher case-to-predictor ratio to 
ensure that the solution will generalize beyond the model-
building sample (Tabachnick & Fidell, 2006, p. 129). This 
is certainly not meant as a condemnation of the Rodgers et 
al. report. (Indeed, the present study is part of the Sector 
Characteristics and Operational Errors [SCOpE] project, 
which is an extension of their investigation.) Rather, it 
illustrates one of the many challenges faced by researchers 
in this area: to provide a sufficient number of predictors 
to describe the data without overstepping the limitations 
of the analysis.
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In a previous phase of the SCOpE project (Pfleiderer, 
Manning, & Goldman, 2007), a sample of 32 control-
lers and 4 supervisors from Indianapolis ARTCC (ZID) 
provided ratings for a set of 22 sector complexity factors. 
Principal Components Analysis (PCA) consolidated the 
22 individual complexity factors into four groups (i.e., 
components). Scores were computed from the four 
components and used as predictors in a linear multiple 
regression analysis of the number of OEs in the ZID 
sectors, thereby circumventing the case-to-predictor ratio 
problem presented by 22 predictors and 37 sectors. Only 
Component 1 (climbing and descending aircraft in the 
vicinity of major airports) and Component 2 (services 
provided to non-towered airports) contributed signifi-
cantly to the total proportion of variance explained by 
the model (R = .78, R2 = .61).

The present study evaluates the prediction and clas-
sification accuracy of OE and RO traffic samples using 
objective measures related to the complexity factors 
identified in Pfleiderer et al. ( 2007). The basic experi-
mental design concept is simple: Collect variables that 
objectively describe dynamic elements of the sector 
environment during OEs and a corresponding set of 
variables that represent the same elements during ROs 
and submit them to statistical analysis. The challenge 
was to develop a parsimonious set of predictors. The list 
of potential predictors had already been reduced in the 
previous analysis using PCA and multiple regression. 
Further reduction of the list could be accomplished by 
employing a standard of usability. Because Component 
2 comprised static variables (e.g., Terrain/Obstructions) 
and complexity factors that were extremely difficult to 
collect (e.g., Adequacy of Radio or Radar Coverage), 
we focused on factors that were most closely associated 

with Component 1. These factors and their component 
loadings (i.e., the correlation between the variable and 
the component) are listed in Table 1.

Performance and Objective Workload Evaluation 
Research (POWER; Mills, Pfleiderer, & Manning, 2002) 
refers to a set of objective measures that are calculated 
from routinely recorded air traffic data. As such, POWER 
variables met our usability criteria. However, some of 
the complexity factors associated with Component 1 are 
not directly measurable (e.g., Amount of Coordination/ 
Interfacing Required, Number of Multiple Functions, and 
Number of Required Procedures). Others could not be 
extracted without a considerable amount of post-process-
ing (e.g., Number of Intersecting Flight Paths, Amount 
of Radio Frequency Congestion). Still others were static 
sector characteristics that are unsuitable because of their 
lack of variability (e.g., Number of Major Airports, Size 
of Sector Airspace). Nevertheless, many of the factors 
that were associated with Component 1 could at least 
be partially measured by one of the POWER variables. 
These are discussed in the following paragraphs.

The variable with the highest Component 1 loading 
(.79) was Climbing and Descending Traffic. This complex-
ity factor has long been recognized as a contributor to the 
difficulty of working a sector (e.g., Arad, 1964). Gross-
berg (1989) observed that one of the factors most often 
identified as being responsible for sector complexity in 
the Chicago ARTCC was climbing and descending flight 
paths. In his report, he cites an analysis conducted by the 
FAA Office of Aviation Safety in which 85% of the OEs in 
1986 involved at least one transitioning aircraft, whereas 
most air carrier flights only spent an average of 42% of 
their flight time in a climb or descent. Kopardekar and 
Magyarits (2003) found that the number of descending 

Table 1. Component 1 Factors and Component Loadings from Pfleiderer et al. (in press) 

Complexity Factor Component Loading 
Climbing and Descending Traffic .79 
Coordination/ Interfacing Required .74 
Number of Multiple Functions .73 
Mix of Aircraft Types .69 
Number of Major Airports  .68 
Number of Required Procedures .66 
Number of Intersecting Flight Paths .63 
Traffic Volume .59 
Amount of Radio Frequency Congestion .58 
Size of Sector Airspace .51 
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aircraft and the number of altitude changes greater than 
750 feet per minute both contributed significantly to the 
explanation of variance in a linear regression model of 
subjective complexity ratings collected at the Fort Worth, 
Atlanta, Cleveland, and Denver ARTCCs. On the other 
hand, a measure of the number of aircraft with altitude 
changes greater than 500 feet per minute failed to con-
tribute significantly to prediction in a proportional odds 
logistic regression model of the same sample (Masalonis, 
Callaham, & Wanke, 2003). Despite that, Masalonis 
and coworkers concluded that an altitude change metric 
“may still be operationally desirable” (p. 5) based on the 
results of structured interviews with Traffic Flow Manage-
ment personnel. The POWER measure corresponding 
to Climbing and Descending Traffic is the Number of 
Transitioning Aircraft. This variable represents the number 
of aircraft making one or more altitude changes during 
a given processing interval. To be counted as a change, 
altitude must increase or decrease by a minimum of 200 
feet per 12-second radar update and must continue to 
change in the same direction for at least three updates.

Coordination/ Interfacing Required had the second 
highest loading (.74) on Component 1. Coordination 
between controllers was one of the events selected by 
Schmidt (1976) for his Control Difficulty Index, even 
though he considered it to be one of the most difficult 
to process – with good reason. Coordination is not often 
recorded. The POWER variable Number of Point Outs 
(i.e., the total number of point out entries made by the 
R-side and RA-side controllers during a given processing 
interval) represents a small part of a far greater whole. 
Still, it is one of the few instances in which coordination 
between sectors is documented. Thus, the Number of 
Point Outs constitutes a partial measure of the Coordi-
nation/ Interfacing Required factor.

Mix of Aircraft Types had a relatively high loading 
(.69) on Component 1. Aircraft mix has often been 
proposed as one of the traffic characteristics contribut-
ing to sector complexity in en route air traffic control 
(Robertson, Grossberg, & Richards, 1979; FAA, 1984; 
Grossberg, 1989; Mogford, Murphy, & Guttman, 
1994). Although the Aircraft Mix Index (Pfleiderer, 
2003) failed to contribute significantly to the explained 
variance in a linear regression analysis of subjective com-
plexity ratings (Pfleiderer, 2005), it may prove to be a 
useful predictor of OEs. For calculation of the Aircraft 
Mix Index, controlled aircraft are assigned aircraft type 
codes based on designator information recorded by the 
en route computer system. A half matrix of aircraft type 
differences is then calculated for all aircraft pairs in the 
sector at approximately 12-second intervals. The Base1 
aircraft mix index is computed by summing the items in 
these matrices. The Base2 index is the mean of the Base1 

values for each minute of data. The Aircraft Mix Index 
is the mean of the Base2 indexes.

The Number of Major Airports (.68) is a static vari-
able, but there are some aspects of dynamic activity that 
may be related to the presence of underlying airports. 
Aircraft tend to converge as they approach a major airport. 
Therefore, average distances between aircraft should be 
inversely related to this factor. For the POWER measures 
Average Lateral Distance and Average Vertical Distance, 
the lateral and vertical distance between all aircraft pairs 
is calculated at approximately 12-second intervals. Aver-
age Lateral Distance is the mean of the lateral distances 
for all pairs (in nautical miles), and the Average Vertical 
distance is the mean of the vertical distances for all pairs 
(in feet) for any given processing interval.

As mentioned previously, the Number of Required 
Procedures (.66) is not directly measurable. However, the 
Number of Heading Changes may be a partial measure of 
this factor. Heading changes are involved with a number 
of procedures such as merging and spacing, Standard 
Terminal Arrival Routes (STARs), Standard Instrument 
Departure Routes (SIDs), and holds. In addition to 
its putative relationship with the Number of Required 
Procedures, this variable has much to recommend it as 
a predictor. Heading changes have demonstrated a rela-
tionship with controller ratings of activity (e.g., Laude-
man, Shelden, Branstrom, & Brasil, 1998) workload 
(e.g., Stein, 1985), and complexity (e.g., Kopardekar 
& Magyarits, 2003). The POWER variable Number of 
Heading Changes is a count of all turns in excess of 10° 
per 12-second radar update that continue in the same 
direction for at least three updates.

Traffic Volume (.59) is related to two POWER variables, 
the Number of Controlled Aircraft and the Maximum 
Number of Aircraft Controlled Simultaneously. However, 
previous research suggests that traffic volume is not an 
effective predictor of OEs at the sector level (e.g., Lowry, 
et al. 2005; Schroeder, 1982; Spahn, 1977). In addition, 
so many aspects of complexity are correlated with traffic 
volume that inclusion of either POWER variable might 
overshadow the contributions of more effective predictors. 
Therefore, the POWER variable, Number of Handoffs 
(i.e., handoffs with complete initiate and accept message 
pairs), was selected as a substitute for traffic volume. 
Handoffs are highly correlated with the number of aircraft 
in the sector, plus they provide other information as well. 
While aircraft counts only describe the number of aircraft 
in the sector, handoff counts describe the number of air-
craft entering and exiting the sector. As a result, handoffs 
capture an element of movement that is missing from 
aircraft counts. Handoffs may also reflect the impact of 
sector geography. According to Couluris and Schmidt 
(1973), the number of handoffs, coordination, and point 
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outs “result from, or are influenced by, the existence and 
design (shape) of the sectors. The additional work created 
can be thought of as the cost of sectorization” (p. 657). 
Although most handoffs are fairly automatic, some re-
quire coordination with other sectors. In some instances, 
aircraft must comply with altitude or other restrictions 
before they can be handed off. Thus, the Number of 
Handoffs may provide supplemental information about 
coordination and required procedures.

Size of Sector Airspace (.51) has demonstrated a 
relationship with OEs in several studies (e.g., Goldman 
et al., 2006; Lowry et al., 2005; Rodgers et al., 1998). 
Unfortunately, sector size is a static variable. Fortunately, 
it is related to the dynamic variable control duration. 
Although the amount of time an aircraft remains within 
a sector is influenced by other factors, such as aircraft 
characteristics, Average Control Duration reflects dynam-
ics associated with sector size. In a ZID airspace sample 
consisting of 168 hours of continuous data, the POWER 
variable Average Control Duration was significantly cor-
related with sector size in 23 high-altitude (r = .60, p<.01) 
and 9 low-altitude sectors (r = .82, p<.01). Thus, Average 
Control Duration is strongly associated with sector size. 
The POWER variable Average Control Duration is the 
mean of durations (in seconds) of all aircraft controlled 
by the sector within a processing interval. Control time 
occurring before or after the interval is not included in 
the calculations.

The POWER variables just described were submitted 
as possible predictors in two stepwise logistic regression 
analyses conducted for the high-altitude and low-altitude 
sector samples. The results of these analyses will determine 
whether a parsimonious set of routinely recorded sector 
characteristics variables can discriminate between OE 
and RO traffic samples.

Method

Data Extraction
Both the OE and RO data used in the analyses were 

initially derived from System Analysis Recordings (SAR) 
generated by en route Host computer systems. SAR 
data are written in Jovial, a binary computer language. 
Because humans find it difficult to read binary output, 
the Host system features data reduction programs that 
generate text reports of selected subsets of SAR data. The 
information used to calculate the predictor variables was 
extracted from log and track reports produced by one of 
these programs, the Data Analysis and Reduction Tool 
(DART). Log reports include controller entries and 

information sent to the radar display and the auxiliary 
text display (e.g., data blocks and list items). Track reports 
contain detailed information from the Host computer’s 
internal radar track database (e.g., altitude, heading, 
ground speed, and position).

The DART log and track text reports of the RO data 
were first encoded into database files by the NAS Data 
Management System (NDMS) and then predictor vari-
ables were computed by the POWER software system. 
For more information about the NDMS and POWER 
programs, see Mills, Pfleiderer, and Manning (2002).

OE data were derived from Systematic Air Traffic 
Operations Research Initiative (SATORI; Rodgers & 
Duke, 1993) files. The primary constraint on the size 
and range of the data set was the availability of SATORI 
re-creations. SATORI data meeting interval processing 
criteria (i.e., four minutes prior and one minute after the 
OE) were only available for 120 OEs that occurred in 
the ZID airspace from 9/17/2001 through 12/10/2003. 
SATORI samples were matched (by sector, day of the 
week, and time interval) with RO data recorded from 
2/25/2005 to 3/3/2005. Sector characteristics were ex-
tracted from ZID’s Adaptation Control Environmental 
Systems (ACES) files using the OpenCreate software 
package (part of the SATORI system). Examination of 
the extracted characteristics (e.g., cubic area, number of 
shelves, number of VORTACs, number of miles of jet ways 
and airways, number of intersections) verified that the 
basic structure of the sectors remained consistent between 
the OE and RO sample time frames. Nine of the OEs 
could not be matched because the sector was closed or 
combined with another sector during the target interval. 
Two cases had to be excluded because only one aircraft 
was controlled by the sector, resulting in missing data for 
distances and the Aircraft Mix Index. The final dataset 
consisted of 229 observations (120 OEs, 109 ROs).

Materials
Although SATORI files are formatted to optimize 

graphical re-creations of incidents, all the information 
necessary to calculate the POWER measures is still ac-
cessible. The POWERsatori program was developed to 
compute objective measures from this information. The 
calculations for POWER and corresponding POWERsa-
tori measures are identical, with the exception of lateral 
distances. The SATORI system converts the stereographic 
coordinates recorded in the DART track report to 
latitudes and longitudes. The distance equations in the 
POWERsatori program were adapted to accommodate 
this difference.
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Results and Discussion

Descriptive statistics listed in Table 2 clearly dem-
onstrate that several of the variables were not normally 
distributed. For example, the distribution of the Num-
ber of Point Outs differed from a normal distribution 
by 14 standard deviations in skewness and 22 standard 
deviations in kurtosis. The Aircraft Mix Index deviated 
by 34 standard deviations in skewness and more than 
129 standard deviations in kurtosis. Beyond theoretical 
issues surrounding the use of frequency data in parametric 
statistics, such extreme departures from normality neces-
sitated the use of a non-parametric analysis.

Logistic Regression Analysis
Although other techniques are available for group 

prediction (e.g., discriminant function analysis) and for 
identifying predictive variables (e.g., linear regression), 
the assumptions required for reliable results limit their 
usefulness. Logistic regression is a “distribution-free” alter-
native to these procedures. Predicted group membership 
in logistic regression is comparable to case classification 
in discriminant function analysis. Logistic regression 
also provides measures of multiple associations and 
significance tests for the contribution of the predictor 
variables similar to linear regression models. However, 
the logistic model is expressed in terms of odds (i.e., the 
ratio of the probability of an event to the probability the 
event will not occur).

Stepwise methods are extremely useful in exploratory 
analysis, particularly when the focus is on identifying 
predictors. Unfortunately, forward stepwise procedures 
are notorious for their tendency to omit useful variables. 
Backward elimination is less prone to these effects because 
all variables are in the model at the beginning of the 
process (Menard, 1995; see also Agresti & Finlay, 1986). 
Therefore, backward stepwise elimination was selected 

for the high- and low-altitude sector analyses. The likeli-
hood-ratio test was used as the selection criterion because 
it is more rigorous than other methods (Menard, 1995; 
Norušis, 1990; Pampel, 2000).

Two caveats must be considered when viewing the 
results. First and foremost, prediction is not the same as 
causation. Variables in the logistic regression model may 
be excellent predictors of OEs, but this does not mean 
they cause or even contribute to the occurrence of OEs. In 
other words, just because the model includes the Number 
of Transitioning Aircraft as a predictor does not imply 
that eliminating all altitude changes could reduce OEs. 
The results merely indicate that the predictor variables 
in the logistic regression model are associated, in varying 
degrees, with the likelihood of an OE. Second, logistic 
regression weights are not standardized. This makes 
comparisons between predictors problematic. A one-unit 
change in Control Duration (one second) is not neces-
sarily comparable to a one-unit change in the Number 
of Transitioning Aircraft. The logistic regression weights 
and odds ratios do not adjust for such differences.

Logistic Regression Analysis of High-Altitude Sectors. Lo-
gistic regression is a “distribution-free” statistic, but that 
does not mean it is assumption free. As with other forms 
of regression, multicollinearity among the predictors can 
lead to biased estimates (Menard, 1995). Several of the 
Spearman’s correlations shown in Table 3 are statistically 
significant, but it is doubtful that any are of sufficient 
magnitude to have a negative impact on the analysis.

One of the main purposes of this analysis was to 
determine how accurately the logistic regression model 
can differentiate between OEs and ROs. Of the 79 ROs 
in the sample, 64 (81%) were correctly classified and 15 
were misclassified as OEs. Of the 82 OEs in the sample, 
65 (79%) were correctly classified and 17 were misclas-
sified as ROs. The final model had an 80% overall clas-
sification accuracy, which represents an improvement 

Table 2. Descriptive Statistics (N = 229)

Variable Mean SD Skew.1 Kurtosis2

Average Control Duration (seconds) 194.86 38.83 -.31 .26
Aircraft Mix Index 3.77 9.87 5.50 41.28
Average Lateral Distance (nm) 50.23 14.91 .25 .43
Average Vertical Distance (ft) 44.02 24.36 1.65 3.43
Number of Handoffs 4.83 2.87 .62 .02
Number of Point Outs .86 1.28 2.23 6.94
Number of Transitioning Aircraft 3.76 2.25 .74 .45
Number of Heading Changes 2.14 1.96 1.36 2.61
1SE Skew. = .161; 2SE Kurt. = .320
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of approximately 30% over prior probabilities (i.e., the 
number of cases that might be correctly classified by 
chance).

Perhaps the most important information to be gained 
from the logistic regression analysis is a list of variables 
that distinguish between OE and RO traffic samples. The 
logistic regression coefficient (B), its standard error, the 
estimated odds ratio (Odds), and likelihood-ratio test 
output (Model if Removed) for each variable are provided 
in Table 4. The estimated odds ratio is interpreted as the 
change in odds associated with a one-unit change in the 
predictor variable. The logistic regression coefficients are 
the natural logs of the odds ratios. The likelihood-ratio 
is computed by comparing the fit of the model with and 
without each predictor.

The first variable excluded from the model was the 
Number of Handoffs, followed by Average Vertical 
Distance, Average Lateral Distance, Aircraft Mix Index, 
and the Number of Point Outs. Variables included in the 

final model were the Number of Heading Changes, the 
Number of Transitioning Aircraft, and Average Control 
Duration. It is clear from the odds ratios in Table 4 that 
the Number of Heading Changes was the most influen-
tial variable in the model. For every heading change that 
occurred, the probability of an OE was increased by a 
multiplicative factor of 2.28 (i.e., increased the odds by 
e2.28). In simpler terms, every heading change increased the 
likelihood of an OE by 128%. However, it is important 
to remember that this is almost certainly an overestimate. 
Heading changes issued in an attempt to avoid the OE 
could not be excluded from the sample. The same is true 
of the Number of Transitioning Aircraft, though to a 
lesser degree because, as a summary measure, it is not as 
sensitive as the Number of Heading Changes.

The 1.02 odds ratio associated with Average Control 
Duration might seem small when compared with the 
other predictors in the model, but keep in mind that this 
measure is based on the average number of seconds each 

Table 3. Correlation Matrix: High-Altitude Sectors (N=161) 

1 2 3 4 5 6 7 
1 Control Duration        
2 Aircraft Mix Index -.04       
3 Lateral Distance -.18* -.18*      
4 Vertical Distance -.09 .05 -.10     
5 Number of Handoffs -.41** .16 -.06 .04    
6 Number of Point Outs .03 .12 -.11 .01 .08  
7 Transitioning Aircraft .02 .30** -.32** .28** .40** .20* 
8 Heading Changes .22** .16* -.34** .04 .18* .18* .43**

Spearman’s rho; **p < .01; *p < .05

Table 4. Logistic Regression Variable Summary: High-Altitude Sectors (N = 161) 

Model if Removed 
Variable B S.E. Odds Model Log 

Likelihood
Change in 

-2LL
Control Duration .02 .01 1.02 -80.37  11.51** 
Transitioning Aircraft .23 .12 1.26 -76.68  4.13* 
Heading Changes .82 .18 2.28 -91.77  34.33** 

Constant -5.94 1.33 .00        
** p < .01; * p < .05 

Table 5. High-Altitude Sample Cases 

Case
Number

Avg. Control 
Duration (secs.)

Transitioning
Aircraft

Heading
Changes

Predicted
Probability 

1 90 0 0 .02 
2 239 4 1 .59 
3 198 3 5 .94 
4 252 7 8 .99 
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aircraft was controlled by the sector. Thus, a minimal 
change in Average Control Duration produced a relatively 
large 2% change in the likelihood of an OE.

To demonstrate how the logistic regression weights 
and their associated odds ratios translate to actual events, 
consider examples from the data shown in Table 5. Case 
1 is a traffic sample in which there were low values for 
every variable in the model. Consequently, the predicted 
probability (.02) was also very low. On the other hand, 
Case 4 had high values for all predictors. Thus, Case 4 
had a very high predicted probability (.99). Heading 
Changes increase the probability of an OE at a greater rate 
than the other predictors and so Case 2, with only one 
Heading Change, had a moderate predicted probability 
(.59), even though the values of the other predictors were 
high. Similarly, Case 3 had a very high predicted prob-
ability (.94), even though the values of most predictors 
were comparatively low due to the Number of Heading 
Changes associated with this traffic sample.

Because there were considerably fewer OEs in the super 
high-altitude sectors (n = 34), they were combined with 
the high-altitude sectors (n = 127). However, the fact that 
there were fewer OEs in the super high-altitude sectors sug-
gests that there might be fundamental differences between 
the two sector types. A logistic regression analysis was 
performed to test the effects of removing cases involving 
super high-altitude sectors from the sample. The results 
were identical to those of the combined sample except for 

a slight improvement in classification accuracy (86% RO; 
78% OE; 82% overall). This does not necessarily mean 
that super high-altitude sectors were identical to high-
altitude sectors with regard to predictors of OEs. (In fact, 
the improvement in classification suggests the opposite.) 
There simply were not enough super high-altitude cases 
to have a significant impact on the results.

Logistic Regression Analysis: Low-Altitude Sectors. As 
shown in Table 6, the correlation between Number of 
Handoffs and the Number of Transitioning Aircraft 
(r

s
=.64) is of sufficient magnitude to potentially impact 

the analysis. The correlation between the Number of Tran-
sitioning Aircraft and the Number of Heading Changes 
(r

s
=.54) is also fairly high. These relationships will need 

to be addressed when interpreting the results.
Classification accuracy in the low-altitude sample was 

comparable to that of the high-altitude sample. Of the 30 
ROs in the low-altitude sample, 23 (77%) were correctly 
classified and 7 were misclassified as OEs. Of the 38 OEs 
in the sample, 31 (82%) were correctly classified and 7 
were misclassified as ROs. The 79% overall classification 
accuracy of the final model represents approximately a 
30% improvement over chance.

The variable summary for the low-altitude sectors is 
provided in Table 7. In the low-altitude sample model, 
the Number of Point Outs had the highest odds ratio 
(3.30), followed by the Number of Handoffs (1.54) and 
the Number of Heading Changes (1.49). In other words, 

Table 6. Correlation Matrix: Low-Altitude Sectors (N = 68) 

1 2 3 4 5 6 7 
1 Control Duration        
2 Aircraft Mix Index .32*       
3 Lateral Distance .05 .08      
4 Vertical Distance -.01 .05 .37**     
5 Number of Handoffs -.37** .33** -.09 -.21    
6 Number of Point Outs .24 .25* -.35** -.24 .10  
7 Transitioning Aircraft .06 .44** -.15 -.34** .64** .24 
8 Heading Changes .30* .36** -.10 -.35** .19 .32** .54**
 Spearman’s rho;  **p < .01; *p < .05

Table 7. Logistic Regression Variable Summary: Low-Altitude Sectors (N = 68) 

Model if Removed 
Variable B S.E. Odds Model Log 

Likelihood
Change in 

-2LL
Number of Handoffs .43 .16 1.54 -37.26  9.07** 
Number of Point Outs 1.19 .46 3.30 -37.61  9.76** 
Heading Changes .40 .20 1.49 -34.77  4.08* 

Constant -2.90 .88 .06    
** p < .01; * p < .05 
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each point out increases the likelihood of an OE in the 
low-altitude sectors by 230%, each handoff increases OE 
likelihood by 54%, and each heading change increases 
OE likelihood by 49%. Variables excluded from the 
model (in order of their removal) were: the Number of 
Transitioning Aircraft, Average Control Duration, Aver-
age Vertical Distance, Average Lateral Distance, and the 
Aircraft Mix Index.

Because the Number of Handoffs was strongly associ-
ated with the Number of Transitioning Aircraft in the 
low-altitude sample (r

s
.64, p < .01), a diagnostic stepwise 

analysis was conducted to evaluate the effects of remov-
ing the Number of Handoffs as a predictor. As expected, 
the Number of Transitioning Aircraft was included in 
the final logistic regression model when its correlate was 
eliminated from the variable set. The Number of Point 
Outs remained the dominant predictor, but the Number 
of Transitioning Aircraft made a significant contribution 
(Odds = 1.53). The Number of Heading Changes was 
excluded from the predictor set, possibly because it is 
also significantly correlated with the Number of Tran-
sitioning Aircraft (r

s
=.54, p < .01). It should be noted 

that classification accuracy was considerably reduced in 
the test model.

Both the Number of Handoffs and the Number of 
Transitioning Aircraft were correlated with the Total 
Number of Controlled Aircraft at the <.01 level of sig-
nificance (r

s
 =.72 and r

s
 =.74, respectively). Therefore, 

a second diagnostic stepwise analysis was conducted to 
evaluate the effects of including the Total Number of 
Controlled Aircraft in the set of potential predictors. The 
model remained identical to the original shown in Table 
7. Apparently, the relationship between the Number of 
Handoffs and the Number of Transitioning Aircraft is 
not due to their shared association with the Total Num-
ber of Controlled Aircraft. Moreover, both contributed 
significantly to the prediction of OEs, whereas the Total 
Number of Controlled Aircraft did not.

In spite of the reputed relationship between aircraft 
mix and sector complexity, the Aircraft Mix Index failed 
to be included in the final model. However, the Aircraft 
Mix Index was reliably different between OEs and ROs. 
In sharp contrast to the high-altitude sample, very 
few Aircraft Mix Index values were zero. Differences 
between the performance characteristics of aircraft in 
the low-altitude sectors were generally larger and more 
varied than in high-altitude sectors. This was particu-
larly true in the OE traffic samples. The mean of the 
Aircraft Mix Index for the RO traffic samples was 5.16 
(S.D.=7.74). The mean of the Aircraft Mix Index for the 
OE traffic samples was 13.81 (S.D.=18.29). Results of 
a t-test for independent samples showed this difference 

to be statistically significant, t(51.52) = -2.57, p <.05.� 
Therefore, it might be useful to consider aircraft mix as a 
possible complexity factor when description, rather than 
prediction, is the goal.

Conclusions

The results of logistic regression analyses of high- and 
low-altitude sectors were beneficial because they identified 
variables that reliably discriminate between OEs and ROs. 
However, it must be re-emphasized that logistic regression 
is a non-causal analysis. The predictors included in the 
high- and low-altitude logistic regression models are most 
certainly associated with OEs, but that does not mean 
they cause them. Nevertheless, the results represent an 
important step toward uncovering elements of the sector 
environment that contribute to the occurrence of OEs. 
The next step involves examining the cases for which the 
logistic regression model was not an adequate fit (i.e., 
misclassified cases). OEs that failed to be identified as 
such might have been due to weather influences, interac-
tions with static sector characteristics, or the impact of 
traffic characteristics that were not included in the set of 
predictors. ROs that were mistakenly classified as OEs 
might represent instances where controller experience or 
other human factors overcame environmental conditions. 
These cases represent an opportunity to recognize and 
learn from exceptional performance.

It is important to remember that stepwise selection 
methods tend to be somewhat restrictive. Depending on 
their intended function, it may be practical to incorporate 
some of the variables that were excluded from the models. 
If the intention is development of an automation tool 
to alert supervisors that an OE is likely to occur, then 
exclusive use of the variables included in the final model 
is almost certainly the best choice. On the other hand, a 
broader list (i.e. one that incorporates variables excluded 
because they were extremely correlated with others in the 
set of predictors, or those that were retained until the 
final step) might be beneficial when seeking to identify 
the static sector characteristics that interact with dynamic 
predictors. Highly correlated variables may be inadvis-
able for prediction algorithms but extremely valuable 
for identifying airspace design elements that could be 
changed to reduce the risk of OEs.

One fact made evident by the results is that altitude 
strata differ with regard to factors related to OEs. Ac-
cordingly, the conclusions drawn from our analyses are 
addressed separately in the following sections.

� Levene’s test for equality of variances was significant (F= 5.50, p<.05), 
so the adjusted t is reported.
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High-Altitude Sectors
Classification accuracy of the high-altitude sector 

sample was mildly disappointing, but not entirely un-
expected. There will always be a proportion of OEs that 
cannot be explained using contextual measures alone. 
Nevertheless, only 30% improvement over chance sug-
gests that essential sector characteristics may have been 
missing from the analysis. In our recent examination of 
controllers’ subjective ratings (Pfleiderer, Manning, & 
Goldman, 2007), Intersecting Flight Paths was one of 
the complexity factors most closely associated with the 
number of OEs in the ZID sectors. It is unfortunate 
that we were unable to incorporate this variable into the 
POWER measures for these analyses, but it certainly will 
be in future analyses.

The variables included in the high-altitude logistic re-
gression model were the Number of Heading Changes, the 
Number of Transitioning Aircraft, and Average Control 
Duration. That longer Average Control Durations were 
associated with the occurrence of OEs in high-altitude 
sectors was initially confusing. In the high-altitude sec-
tors at ZID, Average Control Duration is significantly 
positively associated with sector size (r = .60, p < .01). 
This contradicts the results of Goldman, Manning, and 
Pfleiderer (2006), Lowry et al. (2005), and Rodgers et 
al. (1998) in which smaller sectors were associated with 
a higher incidence of OEs. It is not possible to determine 
why the Lowry et al. and Rodgers et al. results contra-
dict the findings of this study, but the Goldman et al. 
effect was caused by combining high-altitude and super 
high-altitude sectors into a single group. Super high-
altitude sectors in the ZID airspace tend to be larger 
than high-altitude sectors and have significantly fewer 
OEs. Unfortunately, this led to the misperception that 
smaller high-altitude sectors were more prone to have 
OEs than larger ones. When sector strata were recoded 
into three separate groups, the sector size effect was no 
longer statistically significant. Fortunately, excluding super 
high-altitude sector cases had no impact on the logistic 
regression model in the present analysis, although predic-
tion accuracy increased to 82%. This suggests that the 
model does not fit the super-high altitude cases as well 
as the high-altitude ones. It is regrettable that the limited 
sample size of the super high-altitude sectors precluded 
conducting a separate analysis to identify a unique set of 
predictors for this sector type.

The Number of Heading Changes was undoubtedly 
the strongest predictor of OEs in the high-altitude sample. 
Granted, a portion of its predictive strength may be an 
artifact of the OE, but if it were a substantial proportion, 
similarly high odds ratios should have been observed 
in the low-altitude sector model as well. This simply 
was not the case. Therefore, it is safe to assume that the 

Number of Heading Changes genuinely is an effective 
predictor of OEs in the high-altitude sector stratum. This 
is appealing on theoretical grounds because Kopardekar 
and Magyarits (2003) found heading changes to be as-
sociated with controllers’ subjective sector complexity 
ratings. Thus, the relationship between the Number 
of Heading Changes and OEs in this analysis provides 
indirect support for the hypothesis that OEs are related 
to sector complexity.

The variables included in the high-altitude logistic 
regression model (i.e., Heading Changes, Transitioning 
Aircraft, and Control Duration) are consistent with con-
troller and supervisor ratings collected at ZID (Pfleiderer 
et al., 2007) The top-ranked factors for the high-altitude 
sectors were Climbing and Descending Traffic, Traffic 
Volume, Traffic Management Initiatives (TMI), the 
Number of Intersecting Flight Paths, and Major Airports. 
Although the POWER variable Number of Transitioning 
Aircraft corresponds directly to the complexity factor 
Climbing and Descending Traffic, other communalities 
are more subtle. TMI relates to Average Control Dura-
tion because initiatives to keep aircraft spaced, either by 
minutes or miles-in-trail, would increase the amount of 
time an aircraft remains in the sector. For high-altitude 
sectors adjacent to low-altitude arrival sectors, adherence 
to TMI directives might require holds that would, in turn, 
relate to the Number of Heading Changes.

Low-Altitude Sectors
As with high-altitude sectors, classification accuracy for 

the low-altitude sector sample was less than ideal. Perhaps 
low-altitude sectors are too heterogeneous to be analyzed 
as a single group. Case in point: A component based on 
controllers’ ratings of complexity factors associated with 
sectors providing services to non-towered airports shared 
an inverse relationship with the number of OEs (Pfleiderer 
et al, 2007). If one type of low-altitude sector is this dis-
tinctive, then others may also have unique characteristics 
that should be addressed independently.

The low-altitude sector logistic regression model 
comprised the Number of Point Outs, the Number of 
Handoffs, and the Number of Heading Changes. Head-
ing changes were far less influential in the low-altitude 
sector model: the likelihood of an OE increased by only 
49% (as compared to the 138% increase observed in the 
high-altitude sector model). The fact that the Number 
of Heading Changes was excluded when the Number of 
Transitioning Aircraft was included in the test model casts 
doubt on its validity as a predictor in low-altitude sectors. 
When controllers become aware that an OE is developing, 
they may issue altitude and/or heading clearances in an 
attempt to resolve the situation. The portion of variance 
these measures share may reflect these actions.
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The Number of Point Outs was clearly the strongest 
predictor of OEs in the low-altitude sector model. The 
Number of Handoffs, the second most influential predic-
tor, also has an element of coordination. However, there 
is another aspect of the sector environment to which 
both variables relate — sector boundaries. As Couluris 
and Schmidt (1973) observed, handoffs and point outs 
“result from, or are influenced by, the existence and design 
(shape) of the sectors. The additional work created can 
be thought of as the cost of sectorization” (p. 657). Their 
study was conducted in response to the rapid increase 
in the number of en route sectors between 1962 and 
1972 and the corresponding increase in the controller 
workforce. The results of the logistic regression analysis 
indicate that the cost/benefit tradeoff associated with 
point outs and handoffs at sector boundaries may have 
been even more expensive than Couluris and Schmidt 
assumed. Every point out increased the likelihood of 
an OE in low-altitude sectors by 230%. Every handoff 
increased OE likelihood by 54%. This does not mean 
that OEs are caused by point outs or handoffs, nor 
does it imply that point outs, handoffs, or even sector 
boundaries should be eliminated. In the Pfleiderer et al. 
( 2007) study, controllers and supervisors at ZID rated 
coordination as one of the primary sources of complexity 
in low-altitude sectors, but this factor was ranked third 
(after the Number of Transitioning Aircraft and Aircraft 
Mix). The results of the logistic regression suggest that 
certain types of coordination may have a greater impact 
on the occurrence of OEs in low-altitude sectors than 
the ratings indicated.

In closing, because of the research that remains to be 
accomplished (e.g., analysis of misclassified cases), these 
results must be viewed as preliminary. However, the 
methodology employed is promising. The usability of 
the predictor variables makes them suitable for a number 
of applications within the Indianapolis airspace. Similar 
analyses must be conducted at other facilities before they 
can be recommended for general use. Although logistic 
regression cannot be used to determine causation, the 
results provide direction for further study. Continued 
investigations along these lines may highlight complexity 
factors that should be addressed before adopting changes 
to the NAS to ensure that safety will be maintained.
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