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" 'the five wei

THE DEVELOPMENT OF THE ATC SELECTION BATTERY: A NEW PROCEDURE TO MAKE
MAXIMUM USE OF AVAILABLE INFORMATION WHEN CORRECTING CORRELATIONS FOR
RESTRICTION IN RANGE DUE TO SELECTION ‘

lntreduction.

To develop or update a test battery used for selecting peraonnel, two
very important steps must be completed, First, the most valid tests must
be chosen, and second, a weightin system must be devised which will
combine these tests inteo a camposite that yields a maximum validity
coefficient. In order to do this all tests under consideration are
intercorrelated with each other and correlated with a specified criterion
of job success. These correlations are used to regress the test scores on
the job success eriterion and the coefficients from the regression analysis
are then used to determine which tests should be included in or deleted
from the batter{ and what the relative weights should be for each test.

e

These weighted test scores are then combined to form the composite score
which is used for selection. )

. In the selection of air traffic controllers, a five-test selection

battery is currently given to ap licants, each test score is wei hted, and

ghted scores are comdined to form ? composite which is used to
select candidates for Air Traffic Control (ATC) tra ning. This test
battery is in the process of being revised, and several new selection tests
have been developed which could replace part or all of the existing
five-test battery. To evaluate these new tests and compare them with the
existing battery, they were administered to 7,000 ATC applicants along with
the existinﬁ five-test batter{. The ap licant scores on the five existing
tests and the new tests were then correlated to see how much overlap
existed between then,

In order to determine the utility of the testa, both old and new, it
was necessary to correlate them with some criterion measure of job success.
Unfortunately, Jjob success measures are available only for those .
individuals selected to be controllers, and this selection is based on
scores only on the five current selection tests. an izportant factor
1nr1uenein§ the size of correlation coefficients between a test and the
eriterion 1s the ran§e of scores available on the tests and on the
eriterion. Since information about the job succcss criterion is avaiiable
-only for the ATC applicants who hive been selected for _employment, only the

upper range of scores is available on the eriterion. Becausge of this
restriction in renge, the correlations between the current selection test
-Bcores and the fob 3uccess criterion will be spuriously low. This
situation is i{llustrated in Figure 1. .

The new tests being considered to replace part or all of the exiating
test battery will have a larger range and variance in the selected group
than the five tests actually used for selection. In fact, the range and
variance will be restricted only to the extent that the new tests correlate
with the old tests, and will be as restricted as the old tests only il this
correlation is 1.0. PBecause of this differential restriction in range, the
new tests will correlate higher with the Job success eriterion in the
selected group than will the old tests. _ r
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The effect of restricted range on a correlation
coefficient. Subjects in the smaller box represent

" the selected group. The unrestricted correlation of - -
the two variables is .88, and the restricted is .15,

To adiust for this spurious result, the correlations with the job
terion must be corrected for restriction in range to asseas the
validity of the tests used for selection and to determine
tests used for selection compare with the new tests. The correction must
take place prior to performance of regression analyses: otherwise, the new
tests will appear superior to the current teésts because of‘nothing aore
than a statistical artifact. This also means that, when corrected,
test correlations with the eriterion will generally increase less than the
oid test correlations.

ow the current

the new

Since a coaposite score is used for selection of ATC trainees, and the
five tests in the existing battery are not given equal weights, some teats
in the batter{ contribute more to the composite than others. Because of
1h jal contribution to the comgosite some of the five tests
which form the composite will be more res
Consequently, the correlations for some tests which form the composite,
when corrected for restriction in range, will increase more than others,
and the amount of increase will be roportional to the amount of
restriction in the variance for each particular test.

Equal Employment O portunity Commission (EEOC) Guidelines state that
rsonnel selection musi be demopstrated to be valid
success, and the magnitude of the validity coefficlent
tically and statistlcally significant” (3). The
spuriocusly low correlation coefficient due to selection, then, becomes a
very important legal issue in addition to its importance in assessing the
value of new selection tests. HNumerous litigations have occurred as a
result of this problem, aseveral of which related to the accuracy of the
methods employed in correcting the validity coefficients for restriction in

ricteﬁ in range than others.

.



' -..and either Sx or‘Sy*huere use

There are two major statistical formulas which have been developed to
correct the correlation of a test and a éob success criterion. For the

gurposes of this study, the following notation will be used for all
ormulas:

X = the current selection composite score
¥ = the new test, or one of the five components
of the current test battery
Z = the Job success criterion
RR = the unrestricted correlation of the variable
subscripted
S8 = the unr:stricted standard deviation of the
variable subscripted
R = the restricted correlation of the variable

subscripted
3 = the restricted standard deviation of the
variable subscripted

Both maior formulas estimate the value of RRyz based on the information
available on the restricted group: Rxy, Rxz, Ryz, Sx, Sy, and Sz. They

differ in their assumptions about information available on the unrestricted
group.

The first formula (5), Thorndike's formula 7 case III {hereafter
referred to as T7), assumes that onlg SSx is available for the unrestricted
ﬁroup and uses the ratioc SSx/Sx and the restricted correlations to estimate

Rxy, RRxz, S5y and SSz. Theze estimates in turn are used to estimate
RRyz. The second major formula (i), Gulliksen's formula 37 {hereafter _
referred to as G37), assumes that only SSy is available on the unrestricted
group and uses S y-éy and the restricled correlations and variances to
estimate RRxy, RRxz, S3Sx, and $Sz. These also are used to estimate Rfyz,
which is, of course, the desired unrestricted correlation of the test and
the job success criferion.

The problem 1in using either of these formulas for the ATC selection
situation is that both T7 and G?T require making estimates of efther S8x or
53y and RRxy, when this unrestricted information is actually available from
the-applicané sample. The gurpose of this =tudy was to develop a procedure
for correcting for restriction in range using available unrestricted :
values. In the two formulas already developed, estimates of 53z and RRxz
only are reguired to estimate RRyz.  In order to make maximum use of the
- unrestricted information, two formulas were derived by the first author of
his paper. The first formula (hereafter referred to as B1) uses S3x to
derive egtimates of 53z and RRxz. The second formula hereafter referred
to as B2) uses 5SSy to derive estimates of these variables. 1In both
formulas, the estimates, along with the actual unrestricted values of RRxy
in conjunction with restricted correlations
to estimate RRyz. e four formulas were coapared both mathematically and
by using Monte Carlo techniques to determine whi=h can be most accurate in

esgimat ng RRyz across different selection ratios and different correlation
values.

Methods.

Following Gulliksen's (4) schema for dorivation of the correction
formulas, three asaumptions were emplo ed, where upger case and lower case
letters represent unrestricted and restricted variables respectively and
X = the test used for selection, ¥y = the new test being assessed and
z = the success criterion.
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Assumption 1. The slopes of the regressions of the new test and the
eriterion used for selection are not affected by selection. -

Rxy Sy = RRxy 353
& &

(N
Rxz Sz = RRxz $S3z
Sx S55x

Assumption 2. The error made in estimating the new test scores and
the criterion from the selection test scores is not affected by selection.

2 2
Sy (1 -~ Rxy )

2 2
SSy (1. - RRxy )
5 R {2)
3z (1 - Rxz )

2 2
SSz (1 - RRxz )

Assumption 3. The partial correlation between the new ]
ceriterion is not affected by selection. new test and the

Ryz = RXYRXZ = BB!Z;:JﬁQ&BBKi;____ (3)
-2 2 ' 2 ’ 2
-\/{1 -« Rxy Y(1 - Rxz ) WV/;;_— RRxy )(1 ~ RRxz )

Based on assumptions 1 through 3, derivation of the root formulas proceed
- as follows.
- EBquation (1) is solved for RRAxy,

RRxy = Rxy 3SyS3x L))
y IXY SSySx

and RRxy is substituted in equation (2),

2 2. 2 2 2 2
Sy (1 - Rxy ) = SSy [1 - Rxy §x_%§;§ . (5)
SSy Sx

Multiplying the right side through by SSy2,

2 2 2 2 2 2
Sy (1 - Rxy } = SSy - Rxy Sy SSx ’ (6)
: ‘ Sx

-



and solving for SSyZ.

2 2 2 2 2
S8y = Sy |(1 ~ Rxy ) + [Rxy §§K§ R (7}
‘ Sx

Substituting SSy? in equation (%),

Rxy $Sx

———————— X, (8)
\/1 ny2 R 2(3?)2
- + Rxy
. | X

The same method can be used to derive 5Sz2 and RRxz 2.

RRxy =

-

2 2 2 2
SSz = Sz |1 - Rxz + Rxz (Sﬁg) {9)
: Sx .
1 Rxz o ,
- RRxz = B SRR (10)

(

So%ving for RRyz in equahion2(3)

we algebraically chan
equation (2), dividing first by SSy‘ and t

(:]
aking the square roo%,

B e

' T
; (1 - Rnyz) z sgl'\/(-1 - Rxy ) (11)
, ¥

and divicing by SSz2 and taking the square root, -

——— e preee g

2
{1 ~ Rxz ) (12)

Substituting (11) and (12) in the denomirator of (3)

' 13)
—---Byz = BeyRxz ____ = _ (RByz - RRxyRRxz)SSySSz __ (13

o e
2. e -~ 2, / 2
\/1 - Rxy \/1 - sz‘ SySz\/ 1 - Rxy 1 - Rxz




and solving for RRyz

= - BxyRxz)3 + RRxyRRxz ., {14)
RRyz Lm__ssa%s:.zll&

The equations in assumption 1 can be algebraically combined,
producing

2
RRxyRAxz = RxyRxz ._S]2L$_z.$§1;_ . (15)
Sx S5SySSz

Substituting (15) in (14) and factoring out SyS$Sz/SSySSz,

2
RRyz = _[Ryz - RxyRxz + RxyRxz S_S_.xé:l . (16)

LBYSZ
SSySSz Sx

Formula (16) is the root formula for the developnent of the first two
correction formulas, and foraula (14) serves as the root formula for . .. .
correction formulas (3)-'and (4). The first correction formula is derived
on the bzsis that neither SSy nor S5z are available and 5SSy and 55z are
estimated using the proportion SSx/Sx.

Substituting the estimates for SSy (7) and S5z (9) in the root formula
(16) and simplifying gives:

i 2
Ryz -~ RxyRxz + RxyRxz §$_1;§

et

RRyz = IR S (n

2 2 2 2
\ﬁ1 - nyz + nyz s_ixa_)ﬂ - Rxz + HAxz S_S_xz)
Sx o Sx

Formula {17) is equivalent to Thorndike's T7 (and also to Gulliksen's
formula 19, ref. 4, p. 149),

o The second correction formula uses the information (SSy - Sy), the-
restriction of the variance of test y, to estimate the restriction in SSx

and S8Sz due to selection. Proceeding 3!1 this basis,
Equation (2) is aclved for RRxy<, giving

2 2 2
RRxy =t - _§12_(1-ny ). (18)
58y

Equation (1} can be expressed as ,

- . €19)
5% - Bpspe



and subatituting (18) in (19) and solving for SSx,

\/ 2 2 2
SSx = Sx _._$§1__:_$.§_(.1_-.._EEY._1- (20)
SyRxy
Next, solve (2) for RRxz, yielding

RRxz = Rxz gfgg_;. ' 21)

Substituting (21) in (2), solving for 55z2 and simplifying
produces,

Sz ZR 2 zn 2 §§12R;ggz (22)
- - - 2 .
S5z Sz M_.i!__xz +
Sy Rxy

Reburning to the root equation (16), substituting the
estimates for S5x (20) and SSz ?22)'and siaplifying produ
second correction formula.

ces the

2 2 2
RRyz = _ Bxz(SSy - Sy ) + RxvRvzSSy __ {23
3 _

2 2 2 2
SSqu/sz (SSy - Sy ) + Sy Rxy

Formula (23) is Gulliksen's formula G37.

The third and fourth correction formulas emgloy Lthe assumgtions of the

first and second correction formulas, respectively, and make the additional

assumptions that the new test under consideration, test {. was adninistered

to the applicant group. Consequently, there is no need Lo estimate RRxy,

S8y or 3Sx, and formula (14) can be utilized as the root formula.
Substituting estimates for SSz 29) and RRxz (10) used in

deriving the first correction formula (17) in the root formula ¢(14)

" and simplifying gives the third correction formula,

{24)
) Rxz 33x
RRyz = __.____ Sy(fyz - RxyRxz) .__ __.._|+ TP Jp—— RRxy.
T Ty | LT 2 2 2
S3y\/ (1 - Rxz ) +(sz 8Sx _ V (1 - Rxz )} +[ Rxz §%x_
2 2
Sx . Sx

r




|
|

To obtain the fourth corredtion formula RRxz must be 2
derived in terms of (SSy - Sy) by first solving equation (2) for RRxz

2 2 2
RAxz = % = S;_LL-.z,ilx.&_l- (25)
' 5SSz '

Substituting (22) in (25), multiplying and sinplifying yields,

2 2 2

2
RRxz = Rxz\ [ ___SSy_ - Sy + Sy Rxy _.__. 26)
2 2 2

SSy Rxz - Sy Rxz + Sy Rxy

(]

[\ b1

Toe form the fourth correction formula, {(22) and (26) are
substituted in the root formula (14) and simplified giving,

: 2n
: Sy(Ryz - RxyRxz) >
RRyz = ______°' . e ...._ + RRxyRxz ‘§§!._:.§1€l"t2§!23
2 2 2 T2
2 2 2 2 2 2 33y R -5
SS.‘;\/S.‘L.BH_-._S!.%’S?g.a.t_ésl_ﬁxa_ - y Bxz - 5y fxz + Sy Rey

Sy Rxy

- To evaluate the effects of the selection ratic, RRxy, and RRyz on the
restricted Ryz mathematically, the process'emgloyed above to obtain
unrestricted parameter estimatesa from restricted parameters was reversed to
obtain explicit restricted parameter estimates in terms of unrestricted
parameters. The Ryz's were then calculated as a function of the selection
ratio, RRxy, and RRyz and compared to the RRyz to determine their
respective effects on restriction in RRyz.

Since the derivation of formulas for the explicit restricted
parameters follows a set pattern parallel to the steps in deriving the:
corraction formulas, the pattern will be demonstrated and the remaining
formulas will simpl{ be given. This is done for the two cases employing
the assumptions: (1) (S3x/Sx) is used to estimate the amount of
restriction as in correction formulag T7 and Bl (hereafter referred to as
assumption A~SSx); and (1i) (SSy - Sy) is used to estimate the amount of
restriction as in correction formulas G37 and B2 (hereafter referred to as
assumption A-SSy).

For A-SSx, {SSx/sx), '
Egquation (1) is solved for Rxy,

ny = RRxy §%§§§. (28)

Rxy is substituted into equation (2); and multiplying through
and solving for Sy 2, :

PR .

2
2 e 2 - 2 _3x.l. (29)
Sy = 5SSy {{(1 - RRxy ) + Rftxy SSx



Substituting Sy? (29} in equation (28),

Rxy = __H__B.lex_igxi_-_____- (30)
2
V(l RR 2) Rnx2_§x§
TR )+ RN ssx

The pattern that,garallels the development of the correction formulas
can be noted by compar ni (28;, 29), and 5?0) to (4), (7), and (8). The
restricted correlations fn (4 s 7 and ( become unrestricted
correlations in (28), (29), and (305. and the ratio of (55x/Sx) becomas
(5x/SSx). The same pattern exiails in the remaining derivations for Sz and
Rxz. Consequently, these explicit equations ean be given as,

2 2 2 ' 2
Sz =85z [(1 - RRxz ) + RExz|_Sx \{, and (31)
3Sx
RRxz _Sx
Rxz = ______ 3% —- (32)
I 2 2
2
ﬂ\l(1 - RRxz ) + Rixz “SKZ .
| : S58x
To obtain Ryz, root formula (16) is solved for Ryz,
2
Ryz = §§1§§z RRyz - RRxyRRxz + RRxyRRxz _ﬁxz . {33)
=z ' 8Sx

and (29) and (31) are substituted into (33) and simplified
to produce,

2 (3%)
RRyz -~ RExyRRAxz + RRAxyRRxz _§x§
Ryz' = e __SSX
2 2 2 2 2 2
(1 - RRxy ) + RRxy ,ﬁxi (1 - RRxz ) + RRxz _535
S5x S55x
For A-SSy, (SSy - Sy)
:quatign {2)yis solved for Rxy?, giving
2 2 2
Ryy 1= 5512 (1 - BRxy ). - (35)
. sy




The equations in assumption 1 can be expressed as
8 = Ruvsy | (36)
55x Rxy y’

and substituting (35} in {(36) and solving for Sx,

Sx = SSx :}lﬁx? - ? 1 -_ﬁﬂxx?i (in

B i 5), d t B, g) th
emergeg comg:rrggt£ géed(gozreggtlggg) n°s(3 4 (‘?)' and(gg ) gcgmgattern

unrestricted in (35) 536) and (37) and /SSy and (SSy - SK become
S8y}, hp {e Xy

(SSy/Sy) and (Sy - plying this pattern, S5z, Rxz, and is given
as, :
[SER. l... 2 2 . 2 - 27 - 2‘-- -2 B . .
Sz = 55z7\ | SSy RRxy .-__ss_g_mz___t Sy RRxz ., - (38)
o SSy RRAxy

' ’ 2 2 2 2
Rxz = RRxz TSx _=_§§v_z « 5SSy Raxy _____, and (39)
2 ” 2! 2 2
Sy RRxz - SSy RRxz + SSy RRxy

2 2
Rxy = V\ - (5312)(1 ~ RAxy ), (40)
Sy

To cbtain Ryz, root formula (14) is solved for Ryz, .
substituting values Proa foraula ?1;. ? ed for Ryz, after

2

Ryz = E;YSSZ (RRyz - RARxyHRRxz) + RRxyRRxz _Sx. |, (1)
SySE™ | 2
SS5x

Substituting (37) and (36) in (41) and simplifying produces,

2 2 2
Byz x _..Rau_g__sﬁ._.___@__r__t.t RRXYRRY2SSY ... (42)

2 2
sy /;sz { Sy - SSy } - SSy RRxy

10
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To examine the effects that selection ratioc, RAx d
restricted Ryz, the ratio (Sx/SSx) was assigned Galueg'o%n.3aﬂ¥g,h:g o? the
and Ryz was computed while varying RRxy froa .01 to 1.0 at .01 intervals
fggynnyg gai:;:eggnégé é"&a?"d i6.u'l'o i??ur: th:ﬁ e?ch'(Sx/SSx) and

- selection effects,
the (Sx/55x) and (SSy - gy) cases were set equal, ® formulas for Rxy for

RRxy _Sx 2 2
S SSx =z 1‘5&5(1-“!!)
—\/(1 RRxy ) + RRxy 2 d
- + Xy
53
and the equation solved for Sy ;'

2 2 2 2

Syz = SSy (1 - RRxy ) + RRxy _5;2 . (un)

SSx

You may notice that formula (U44) {s the same as rormu%? (29} even though
they were derived from diff&rent root equations. 5S8Sy< will be arbitrarily
set at a conatant 20 and Sy< will be solved for S5x/5Sx ratios of .2,

.5, and .8,

A demonstration of the characteristics of the four correction foramulas
in terms of more refined influences was also Eerformed b! using Monte Carlo
techniques. The Monte Carlo study examine? ; e comparative accurac og the
four correction formulas as a function of (i) the selection ratio, (i1
RRxy, and (i1ii) RRyz. :

In order to generate data of known means, standard deviations, and
intercorrelations, a program (MNANG) (2) (see Appendix A) was modified by
the authors and used. The prograa uses the Marsaglia's reasonably fast
method to generate normallx distributed variables whose covariances are

_those required by a speciflied correlation matrix input into the frogran.
. Eg?le 1 containas the relevaant portion of the correlation matrix input into
3 program.

d Cae

Table 1. Relevant Correlations Input Into MNRNG

1 2 3 4 S 6 7 8 9 10 n

1 0.6 0. 0. 0. 0. 0.3 0. 0.2 0.4 .
2 . 0.3 0.3 0.? 0.3 x3 X X oxs
E 0.1 0.2 0.3 0.4 S5 0.1 0.1 0.1
L S A
2 X X 013 023 013
g X 0.5 0.5 0.5

'X § X

d :

1 The correlations denoted by X were not used in the analysis.
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For the purpose of this anal{sis variable 1 was defined as variable x, and
variables 2,3,9,10, and 11 alternated as variable y and variables .
3,&,5,6,zﬁ ang é were used for variable z. The unrestricted correlation of
X and 2z Rxz) was a constant 0.30, the unrestricted correlation of x and ¥
(RRxy) ranged from 0.2 to 0.6 in incremeats of G.1, and the unrestricted
correlation of { and z (RRyz) ranced from 0.1 to 0.5 in incremeats of 0.1
also. All possible combinations of RRXy and RRyz were generated by using
the various variables from the generated data as shownrfn Table 2.

Table 2. Variables Used as x,y, and z for Assigned Values of RRxy and RRyz

Values of HRyz
0.1 0.2 0.3 0.4 - 0.5
Var # Var & Var # Var # Var #
1 ] 1 1

0.2 ys ]
I i 1 % 3 3
A
.z=
ARky - 3 % % % 9
0.5 ; : 1} 1; 1} 11 1}
zZ = 3 y 5 g 7
9.6 ¥ : 2 2 3 3 4
z = 3 y 5 6 7

1 Variable # used for x, y, or z.

After a sample of 1,000 subjects had been generated by using the
correlation matrix specified in Table 1, the sample was sorted into
descending order based on variable 1, the x variable. Using a program
(REST) developed by Lewis and Boone {see Appendix A), the sample was then
restricted on variable Y using five different ratios, 10%, 20}, ?Oi. 404,
and 50%. For each selection ratio the four formulas for correction for
restriction in range were used to estimate the value of RAyz. This was
done for each selection ratio for all 25 combinations of HRxy and RRyz
described in Table 2, The correlations computed from the restri?ted sample
and the unrestricted sample were input intoc a subroutine (COREST) developed
by Lewis and Boone (see Aggendix B) which employs all four correction
formulas and transformed e estimate of RRyz as well as the actual values
of RRAxy, RRxz, and RRyz by using the Fischer R to Z so that the values
could later be averaged. This was repeated for 100 samples. A summary of
the process is as foliows in Table 3.

12
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Table 3. Summary of Processes Used in Study

t. Generate 1,000 subjects with scores on 11 varliables as defined
by means, standard deviations, and correlations.

Sort sample into descending order based on scores on variable 1.

3. Restrict sample based on selection ratios of 10%, 20%, 30%, 4of%,
and 50%. . ,

k., Calculate the four different estimates of Hﬂsz for each restricted

sample based on values of RRxy ranging from 0.2 to 0.6 and on
values of HAyz ranging from 0.1 to 0.?. :

5. Transform all correlations and estimated correlations by using
Fischer R to Z transformation and for use in later averaging.
The results were then grepared in tabular and graphical fora. Since the
sample size was 100,000, significance tests were deemed inappropriate.

Results.

Figures 2 through 7 represent the calculated value of the restricted
correlation, Ryz, when the unrestricted correlations, RRxz and RRyz, are
equated and assigned values of .2, .4, or 6. For each figure the
unrestricted correlation RRxy was allowed to vary from .0} to 1.00 b{
increments of .0}. The ratio of the variances on the explicit selection
variable was assizned values of :2, .5, and .8 and Ryz was plotted as a
function of RRAxy for each selection ratio. This was done for the variance
assumptions of and By (A-SSx) and also for tne assumptions of G37 and B2
(A-58Sy) for each assigned value of RRxz and RRyz.

The remaining figures and tables in the present study are based on the
data obtained thrgughgthe Monte Carlo technigue described in Table ;. The
actual correlation matrix obtained from the {nput of the matrix in Table 1
is contained in Table 4, .

Table #. Actual Correlation Matrix

1 4 6 8 11
1 X .gO .gO .30 .30 .30 .30 .30 .30 41 .50
2 X .10 .21 .31 41 50 X X X X
; CP P B e b ek
2 X X X X .29 .31 121
X X X .m0 &g
K X X 49 k9 50
X X X X
9 X X X
10 X X
LA X

In order to assess the accuracy of prediction of each correlation
procedure, an error term was calculated based on the absolute value of the
difference between the actual unrestricted correlation RRyz and the
estimated correlation Ryz. Table 5 contains this srror term, RAyz - Ayz,
for each correction formula, for each selection ratic, for each value of
RRxy, and for each value of RRyz. Figure 8 represents this error tera as a
function of selection ratio for the four correction formulas and for the
actual restricted correlation Ryz. Figure 9 represents the error term as a
function of RAxy for the four formulas and Ryz. Figure 10 represents the
error term as a function of RAyz for the four formulas and Ryz.,
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SELECTION RATIO

Figure 8. Error by selection ratio for the four 2
correction formulas and the actual restricted !

value of Ryz. 3
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Figure 9. Error by values of ] Figure 10. Error values of RRyz :
RRxy for the four : for the four correc-
correction formulas tion formulas and the
and the actual o actual restricted
‘restricted value of Ryz. value of Ryz.

Table 5. Average Error in Estimation of RRyz

Error by Formula f

| B 7 637
" Means = 0.0“Z 0.051 0.078 0.058
Btds = ¢.0 0.05 0.11 0.07
Error by Selection R;tio :
108 208 30% uog 508 |
% Means = o.11§ oLan 0.050 o.ogg 0.028
Stds = 0.2 0.1 .11 0. 0.06
Error by RRxy o f
.60 .20 .30 .40 .50
Heans = 0.052 0.053 0.058 0.054 0.062
Stds = 0.1 0.1 0.14 0.14 0.18
Error by RRyz ' ,
.10 .29 .30 .40 .50
Means = 0.07% 0.055 0.048 0.060 0.058
Stds = 0.1 0.13 .11 0.15 0.1

21 1




Table & contains the averaze Ryz for formula Bl for each value of RRyz
by values of RRxy by selection ratio. To averaze the correlations, they
were transformed using the Fischer R to Z trans ormation, averaged, and
then transformed back to a correlation. Table 7 contains the same
information for foraula T7, Table B contains the information for foraula
G37, .and Table 9 contains the information for formula B2.

Table 6

Average Ryz for Formula B1
by RRxy and Selection Ratio for Each RAyz

| RRyz = 0.1 :
4 RRxy = Q.
g 103 Selection 0.0
20% Selection 0.1
30% Selection - 0.1
. 40% Selection 0.1
504 Selection 0.0

RBRyz = 0:2

RRxy = 0.
10% Selection 0
20% Selection 0
30% Selection 0.
40% Selection 0
50% Selection 0

RRyz = 0.3

RRxy =

104 Selection 0.27
20% Selection 0.25
0% Selection 0.25
0% Selection 0.27
50% Selection 0.28

RRyz = 0.4

RRxy = 0.2 0

10% Selection .30
20% Selection 0.35
305 Selection 0.36
0% Selection 0.37
504 Selection 0.39

RRyz = 0.5
RRxy
10% Selection

2
i 0.45
20% Selection 0 hg
0% Selection 0.4
0.47%
0.477

0% Selection
50% Selection

22
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Figures 11 through 30 graphically represent the estimated RRyz (Ryz)
as a function of assigned values of AR i
§raphed separately for each correction

ine representi

ggz as a function of RAxy by selection ratio for formula

Forn

Each assigned value of RRyz
ula, and each graph contalns a
each of the five selection ratios.
RRyz is represented as a straight line.

]
The actual value of

Figures 11 through 15 represent

rouzn 20 represent RKyz as a function of RRx

formula T7.
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Figure 11. “he estimated unre-

stricted correlations
for formula Bl,
RRyz = .1.
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26

igures 21 through 25 represent
selection ratio for formula B2, and F
a function of RRxy by selection ratio

by

Figures 16

by selection ratio for

z as a function of RRxy by
res 26 throu%h 30 represent Ryz as
r forrula G37.
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Figure 12. The estimated unre~
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Diacussion.

In any Monte Carlo study a decision must be made conceraing which
components are to be varied and what the range of thelr variation will be.
The components selected for variation and their range in this study were
established subJectivel{ based on values the authors considered
representative of practical situations. Consequentli the discussion of
the results is more a comparison of the practical ut iity of each forsula
rathett than a strict mathematical comparison. .

fga;gig;gg %ggfglanigna. Ficures 2 through 7 present the estimated
restricted correlations by select?gn ratios (5x/383x) of .2, .5, and .8 for
RRyz values of .2, .4, and .6 across values of RRxy ranﬁing from .01 to
1.00 in .07 increments. As presented in the fizures, the estimated Ryz's
converge with the actual RRyz as a function of RRxy without regard to
selection ratio. As the values of RRxy increase beyond the convergent
oint, Ryz becomes more an undereatimate of ARyz, and as RRxy is decreased
elow the convergent point, Hyz. becomes more and more an overestimate of
iARyz. Further, the degree of error in Ryz sharply increases as the
selection ratio decreases, It is also apparent from the figures that as
RRxz and RRyz increase, the goint of convergence for Ryz and RRyz on RRxy
also increases, 1ndica£1ng the point of convergence is related Lo the
various intercorrelations of RRxz, HRHz, and RRxy, but not to the selection
ratio. The only difference between the estimates of Ryz when using the two
different sets of assunptions to derive the formulas iA-SSy and A-33x) is
the point of convergence. The A-SSy assumnptions result in convergence
lovwer on RRxy than the A-53x assumptions.

The general practical conclusion to be drawn from this portion of the
study is that unless the situation beinﬁ studied contains the exact and
particular 1nterrelationshi€ of RAxz, R {z, and RRxy necessar{ for Ryz to
" converge with RRyz, the restricted Ryz w 11 consistently be either an

underestimate or overestimate of the unrestricted Rilyz, with the amount of
error increasing sharply as the selection ratio becomes more and more
extreme. Conseguenhly, correcting the restricted correlations is alwost
always warranted,

Main effects. Table 5 demonstrates the overall accuracy of each of
the four formulas in terms of the average amount of error each incurred in

estimating RRYz. Their rank order from least to moat error is: B1, T7,
B2, and Gg . ‘The firsat three formulas are not remarkab1¥ different;
however, T is far less accurate than B1, TT, and B2. he clearest effect

on error is produced by the selection ra%io tTable 5). As the selection
ratio becomes more extreme, the amount of error increases, with the
inerease beconing larger and larger with each step down in the selection
ratio. Table 5 shows little fluctuation in error for RRxy and no

systematic pattern. The effects of HRyz in Table gﬂshow a pattern that was.

...found consistently throughout the analyses. When yz = RRxz, the error
component 1s at a mininum. RAxz was held at a constant .30 for this study

and, as can be noted in Table 5, the.error increases as RRyz moves in
either diprection from .30

Practical conclusions related to main effects include the following.
If sufficient informatlon is available, the B1 formula produces the mos
accurate estimate for RRyz. In order to have sufficient information to use
B¥, the new test being evaluated would need to be administered to the
agplicant group at the same time the old selection test is administered.
Then RRxy and SSy are available for use in Bi. If the new test beinm
evaluated was not administered to the applicant group, then the most
ggcurate correction formula would be T7 which doés not require HRxy and
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The selection_ratio, it appears, has the largest impzct on errors in
estinating RRyz. If selection 13 extreme, 10 percent or less, the formulas
for estimating RRyz are unstable and highiy inaccurate. This is a
difficult practical situation to resolve. A general advertisement for
applicants without sufficient specifiz qualification statements results in
a larger number of ungualified candidates and more extreme selection.
However, with a highly specific advertisement self-selection becomes a
secondary selection process, and the statisties computed on the applicant
group_are already restricted producin% spuriously low va11d1t¥
correlations. One strategy would be fo administer the selection tests to a
random sample in the general pogulation stratifying by race and sex in
order to meet Equal Employment pportunit Commission requirements, This

would yield unrestricted variances without the influence of any selection
procedure,

Since RRyz I3 not known and RRxy 1is computed after the test
administration, little practical guidance can be offered related to these
parameters., The usuwal advice is clearly -~pplicable, viz, choose a test or
construct a test for selection that parallels the actual job tasks as
closely as possible.

Interaction effects. As seen in Figure 8, when error in prediction is
examined by selection ratio for each formula and for the actual restricted
correlation of Hyz, there i3 a tremendous amount of error for the
10=-percent selection ratio, with foraula B1 doing .. much better job than
either T7, B2, or G37 in estimating RRyz. As the selection ratioc increases
beyond moderate selection (30 percent), the forgqulas tend to perform
sinilarly in estimating RRyz, with the exception of G37 which consistently
has more error than the other three formulas across all sclection ratios,

Fizure 9 demonstrates that formula B1 again is consistently the better
estimator of RRyz acrgss vaiues of HAxy. It can also be noted from Fizure
9 that as the value of HR!{ increases, Ryz rapidlg becomes a poorer
-estimator of HRyz, particularly after it passes the point at which RAyz
equals RRxz (.30). Once again, G37 is a much less accurate estizator of
Rtyz than the other three formulas.

When RRyz is less than .30, as shown in Fiﬁure 10, Bi*is the better
estimator of RiAyz. A&ll formulas converge when Hhyz equals RRxz (.30) and
T7T is tke best estimator for higher values of RRyz althoush the differences

a;e“amall. Once again formula 537 is clearly the least accurate estimator
o yz.

In terms of the selec.ion ratio by RRxy by RR{Z interaction, Figures
11 through 30 revealed the followinz. Error in this case is mainly
influenced K the selection ratio with some minor influence on error added
by RRxy and RAyz. With a low selection ratio and low RRxy and ARyz, the
error component is relatively large. When the selection ratio is low and
RRxy and Riyz are high, the errors are mnoderate to large.  ¥ith a hizh
selection ratio and low RRxy and RRyz, the errors are moderate to small,
When the selection ratio and RRxy and RRyz are all high, the comparative
error is mininal. ‘

The four-way interactions ﬁiven in Tables 6 throu%h 2 and Figures 11
through 30 for selection ratio/HRxy/RRyz/forunula show that when the

selection ratio is small to moderate (10 to 30 Percent) across all values
of HRxy and Ryz, formula B! results in the least amount of error. When

there is a high selection ratio and hiph RRxy and RRyz, all the forauias
tend to be about the same in accuracy.




The practical implications for the interaction effecte can be stated S

brierl{. The selection ratio has such an svervhelaing effect that

enerally the intersction effects are orznaPII{ due to the selection ratio.

hen the selection ratio is small to moderate (10 t.: 30 percent), formula

Bl is clearly the 303t accurate estiszator and should used regardless of
RRxy and RRyz. When the selection ratio goes above 30 percent, B1, TT, and
B2 are practically equivalent. Forsula G3i7 is the least desirable
correction formula acrosa conditions.  Thus, overall, B} results in the
sost accurate estimates of RRyz, especially when the selection ratio fs 30

percent or leas, regardiess o the values of RAxy or HRAyz.
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Appendix A

s b o o o,
72
1

LK )

30) ,VAT{
AT 72)
JNAME= *MONTY . DAT , TYPE="NEW')
UNIT=2 NAMEs 'COR .DAT' 'Tipsvow- READONLY)
UNITs3,NAMEs"CORR.DAT!)
UNIT=8,NAME="CNTL DAT' ,TYPE=*0LD' , READONLY)

OPEN
OPEN
QPEN

901  FoRMAT! 2018

02  FORMAT{72K1)

2 READ I,902;YHAT
READ(H 901 END=9
READ( 2 [ ; =1 NV
READ 2 XHAT STD{J) ;J=1 NV

21 FORMAT(

ct’:l(
30 RCLJ,.K 0.

nuo?z mATY(n(I ), d21,80)
78 fomm'(cuw
}20.0
89 cond' INUE -
DO 22 Is1,10S
CALL nscoﬁs (R, NV, XMM,STD, NV, X, 1,8V, 1,87, 3, 1CAL)
Do 20 J.

ﬁg&?%m fayes2
20 CPed, Yach( Jyex(x
;3%1’ ﬁiav“!ngi(azi.av _

ol

- 508
2 CONTINUE
99 ‘} 3 Ja1 NY
£\rm Sr?((uos'mm)-(m(a}ﬂz))/(uos-(uosn 13}
ao 100 Ks1,MY
{g;.}.m.x;g&%‘nn.
! e - ’ N -
¢ g'g L(wgalgs "Eg(twm munwsam;q 0S*XH2(J)

NTINUE
WRITE 80)SpEV RC(J . X), N¥
130 ?; ;_ ﬂ 2)%9” ) ; (J,K) ,Ke1,N¥)

EXD

SUBROUTINE MSCORE (R NAR,XMM,STD,NDRR,X ,NRRX, NCCK,
+WDRRX ,KDCCX , NCOUNT , ICAL)
ROGRAMMED BY PETER rlm
1S %uanourgmgo GENERATES nux.nomasmm. SCOKES, THE

USER
£C1 OF PERSONT A RES FOR EACH PERSOM. BOTH PEOPLE
D SCONES CAN BE mae uau.bun-:o B‘l ADJUSTING THE DIMENSIOH STATEMENTS

s THE INPUT R MATRIX OF INTLRCORAELATIONS, THY DICGAWAL AND UPER DIAGONAL
TS SHOULD BE 0.0, TTPE IN THE o -mm.zmr IX OF R
NFde THE NO. OF ROMS ACTUALLY IN R MATRIX ,
XMtz THE VECTOR OF MEAN EANe POR THE UARTABLES
STD = THE VECTOR OF STANDARD DEVIATIONS FOR TH: VARIABLES.
NDRRx THE WO. OF ROUS DIMEXSIONED FUR R MATRIX LX THE CALLING PROCRAN
D T e oo s A TS, | ROWS RPRESENT PERSONS- COLUMNS THE SCORES

ANOAOAOOOOONONON0N0
"2
=

&0

- trpmm =

o



g NCQUNT. .THE PRIKT cHoIce.  1e vnuugukegg THAN OR EQ. 3, NO PRINT.
DINENSIOR RUNDRA NORE) XMOlROLN S TO(NORRS ,VAR(30,30),C(30,30),
* x(goanxfuaccg) .Tv{30,30),7TDS(30)
g‘ﬁi‘ 1)=87D(1) %62

NNR:NKR-1

10

] JIESTD(I)#STD( 1)
20 VARGY i

AR(I.J).
30 couTINU
© IF(NCOUNT.GT.2)GOTO34
© WRITE(NCODNT.31)
31, FORMAT( 31, /gs X, '"VAR-COV MATRIX FROM INPUT CORREL. MATRIX')

32 HRI?B(Ncobnr 33)5vna(1 ,JY,J21,NRR)
ga sgﬂgg?((1ugﬁsx 6(F15.2,2¢3))

D J=1,NRR
&lhisie

-
=
=
-t
-
Pt g b
[T1 e 00

35
' 01
40 C(I{l)-vnﬁ(I 13/5TD(1) .
Do so J=| IMI
ety
997  FORMA
: c§1,1)= ér(vnn 1 I)=A)
I
19(1 P1.GT. unn)c010150
DO 90 L=IP1
BsO 4]
so  Boi2 L)
B
c(L,I {VAR?L i)-a)/c(x 1)
90  cONtIN
160 conrguua :
150 DO 180 I=1,NRAX
DO 180 J=1,NCCX
180 x(I,J)20.0
B 4 Lyt
= o
CALL MIX ?2u.1c1L1

170 TDS(L)=ZW

210 D?I J?sxil J)+(C(JjK)'TDS(K))

J)eXHM
R ¢ -
IF?Tcnunr GE. 3} RETURN
WRITE( KCOUNT, 250)
250 FORHAT(/I/SK *TRANSFORMATION MATRIX C*,//)
0G 260 Iz1,NAR

260  WRITE ucou31 g 1;c(1 ), d21,NKHR)
WRITE(NCOUNT
FORMAT( 775X, YRECHECK PARAMETER INFORMATION® Avsx.
) 'ORIuIHAL PAiAusren R MATKIX*)

DO 520 I
520 WRITE ncounr 2);3 J.: nnn)
WRITE ucouur I=1,NRR
SO FORMA ; GlNAL vs&ron OF Hsnﬂs'./
T 11X,6 éx )
WRITE( NCOUNT, 300)
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300 Fonmar(1u1.///2ox *MULTIDIMENSIONAL scunas',glsx.
1 RONS'ARE SUBJECTS, COLS AHE VARIABLES

END
‘ SUBRTYTINE MIX(AA,1C)
: DOUBLE PRECISION E*T
i BYTS NuM(10),SEC(

: c '
[ € RANDG! NU™AL DEVIATES BY MARSAGLIA-S REASONABLY PAST METHOD.
E C PROGRAMMED BY ONE OF MEETER-S STUDENTS. 1970
DATA A/.8638/,8/.1107/,C/. oza&oozosqi /. 00269?72611
DATA AO/1T. ugi?t1g6/.ai/z 36752163/ r2. 131313n
DATA TA NUW/ 6
iiglo .NE. 1)GOTO1
CiLL T TINE (SEC)
DO 56 Js1
IF(SEC(T .EQ NUM(J !LT:ILT+(J-1}'|0
IF{SECL8) . EQ . NUM{ 3} ILT= Teys?
. IFLSECL5) T EQ NUM(S LRG0 es0
56 ° CONTINUE
2
DO 98 K=1,ILT
98  XYZzRAN(II,I2)
7Y uY=RAN(IV,12) :
IF(UY.GT. A) f
AA;URN(UIIA+RAN 11,12)eHANCIY,I2)-1.5)

2 IP(U1.GT,A+B)GOTOY
AAzY, 5'((U1-A)IB¢RAN(I1 12)=1.)
RETURN

L] IF U1 GT A+BoC)hOTOG

B

21 25 'Rgﬂ(ll 12

‘ IF(XA GT. .2

9 83?0?.Exp X'l)l? )-A"(S =XA) 882
A.GT.1.

IF(X Y50T09
; g :SQ'EXP( X9X)/2.)=A19(3.=XAY002.028( 1, 5-XA)

?1 GBTAO'EXP? I!'X)Ig J=A19(3,.xp)002

}2 Y. 1GOT014
23 g 'RAH? 1,12)-3
1

6 v1=2.'((u1-u-3.c)/D)-1.
23 v2:2. 'RAN(11 2)-1.
ReY16V1sV é

v
F(H
| 15 z- 31?19.-2 gzgoc(n)}/a)
X1zV18Z

17 I2AtABS(KZ : : r
IF(X2A.GT, 3.)G0TO22
13 AAzX2 :

RETURN :
22 V1=z2.%RAN(IY,I2)}-1.
GOTO23
16 Ak=X1
RETURN
END B
' 42
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]

'b%o” FORMAT{

PROGRAM REST
THIS PROGAAM TAKES SORTED OUTPUT FROM FILE NORM.DAT
AND CORRELATIONS AND SD'S FROM COR.DAT AKD RESTRICTS
THE FILE BY INCREMENTS OF 10%
THE PROGAAM CALLS A SUBROUTINE (COREST) WHICH
gggRECTS FOR ghbTHICTIOH IN RANGE USING FORMULAS

-

'p éusr N’ X 11‘ s(z ; n(21 11),Sx(11),SX2( 1), SXY(11,11),C(4),
) RR(11 11
Ané. ' rrrh-'oub' READONLY

£X{ UN )
THIS FIL uTAIﬁs THE naru csnsﬁurzo THE PROGRAM MHRNG
pau(unxt-z NAHex *CORR. DAT® TYPB:'OLD' READONLY)
THIS FILE CONTAINS THE UNRESTRICFED CORRELATIONS ASD SD'S FROM NORM
greu(uuxr.a ,NAMEs * RNEW . DAT

ot Bt Bt et By ot b
ettt B A

3 |

N (g'éia;SS(J {BRLILK) Ka1,11) -

-
-
uuﬁgannwauhlmﬂnnna
] ™
b
-

T.2,1%¢

2§J1‘§-1.11
L I !£J.£?;0;
DO 60 IRS21.5
23:0(1 aoig Y d21,11)
i?i‘

's,zsi,?siaz.,g.,zw-z

10 su}g K3 18X03 . K)o XCJIOX(K)
g?.nf.sonr(!gmsxztm.mm--zamrr-m.1 "

o R SN e

20 CONT!HUE
' DO 2? IMs1,5

920

K=IR{IM
L=lV¥ IH
HH

!Z:R 5

At E3“§sr(rz XY,SS(J),85(K),0R,5(J),S(K),ACJ, K}, R(,N) ,R(K, K} ,XT,C)
> uu;ra(% 9as)§§ ‘inaia N),XY,SS5(J),5¢(J),85(Kk) , S(K), z8B,

9% e

99

; N




Appendix B

SUBROUTINE COREST
SUBROUTINE COREST(RRYZ,RRXY,SXX,SYY, SZ SX,SY,RXY,RXZ, RYZ XT,C)

c
c.
c THIS SUBROUTINE TAKES INPUT FROM THE PROGRAM REST AND
g e CULRTESTh§TIMATED RRYZ USING FORMULAS B=1, Bw2, A
¢ nn?% RRXY= UNRESTRICTED CORRELATIONS: sxx SYY=UNRESTRICTED SD'S
€ RXY,RXZ RYZz RESTRICTED CORRELATIONS. SX,3Y,SZ=RESTRICTED SD'S
¢ x= expLicIT SELECTION VARIABLE, Y= IMPLICIT SELECTION VARIABLE
C Z: CRITERION VARIAB
C THE ESTIMATES ARE TRANSFORMLD USING FISCHER R TO Z S0 THAT
g THEY CAN LATER BE AVERAGED AND RETURNED TO Pnocnnu REST
¢ :
Dxneusron cll
910 FORMAT(10F7.3
D? U478 J=1,4
C :0 .
478 - CONTINUE
§§;(sxx--2)/(sx'!2) g
ORI -(nxrlaxz)))/(sxxisoart(1-nxz"z)+
-1 (RXZe4243XX)))
g$c§§nxz'x§x}/sonr((1-ﬁxz-'2)+(axz¢-2lxx))
=
gﬁT-azz-gx!-nx2+nx¥'ax2lxx :
xuun-sonT(((1 -RH}+(RM'XK))'((1.-RXZ"2)+(RKZ"2'XX)))
T =DET
SBzSY#®
DEN:RXZ"S!Y"Z-SB XY¥RYZRSB
5¥ug;sxv SQRT( (RXZBR28{SYY##2.58) )+ SBR(RXYE#2) )
]

csvsnsn;xu
FiRz (nrz-nxrla zg '?
SEC=SYY#SQRT(SZ8#28 (( !l'z!nx!l'z)-(sr"ziaxz"2)+
b (;ﬁg;'Z*n;z"zl)l(St R2NRXYRA2)))
:

FOURSRXZ®*SQRT((SYY"#2.5YR¥0,( SY"?‘RXI"Z) )I((S!‘I"Z‘
& RXzZ#e2). SY"ZSRXZ"Z)+(S¥"2'RK!"2)
B2=THIA+EOURTRRY Y
C 2 2(ALOG((1.+G37)/{1.-G37)))/2.
C{B) = ALOG( £ 1.4B2) /(1. B2 /2.
CL1)={ALOG({1.4Bt)/{1.=BY /2.
Cl2)«(ALOG({ (1. +T7)/(1.-TT) ) )72,
99 R RN
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