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I.  EXECUTIVE SUMMARY

Since the ALOHA accident in 1988, the FAA, labor unions, aircraft and engine manufacturers, and the
U.S. air carrier industry have been working together in a new endeavor called maintenance human
factors.1  With the growing recognition that many accidents may involve maintenance error, the industry
has turned to the science of human factors to provide answers to why a technician, ground crew agent, or
storeroom clerk could have made an unthinkable accident-causing error. Through human factors, we were
to take a new look at technician performance, a look that would lead us to error-provoking factors that, if
properly managed, would result in a large reduction in maintenance error.

The problem is that since the Aloha accident in 1988, there has been little quantifiable proof that the
science of human factors can provide real reductions in maintenance error.  On March 12-13, 1997 in San
Diego, the FAA held its eleventh industry meeting on human factors in aircraft maintenance and
inspection.  At the beginning of one conference presentation, the presenter asked all of the air carrier
representatives to please stand.  He asked his colleagues if they could track each hydraulic pump failure
that had occurred in their aircraft fleet during the month of January 1997.  He asked if they could find the
hours or cycles of each pump when it failed, and if they could find shop reports for each repaired pump.
He asked if they could go to their reliability group and find the historical trend on hydraulic pump failures
and compare that trend to the failure rate in January.  If the answers to these questions were
predominately yes, he asked the air carrier representatives to remain standing.  If the answers were
predominately no, he asked them to please sit down.  The result: nearly all air carrier representatives
remained standing.

The presenter then asked another question to those air carrier representatives who remained standing.  He
asked if the air carrier representatives could, within their airline, track each shift-turnover error that had
occurred in their operation during the month of January 1997. Could they find an investigation record for
each turnover-related error?  Could they also go to their reliability group and find historical trends on the
shift turnover-related error rate and compare those to the shift turnover-related error rate in January?  If



the answers to these questions were predominately yes, the air carrier representatives were asked to
remain standing.  If the answers were predominately no, the air carrier representatives were asked to sit
down.  The result: all air carrier representatives sat down.

It is telling that all air carrier representatives sat down.  While most air carriers could track hydraulic
pump failures with precision, in our lifetime the hydraulic pump will likely never again be the cause of a
jet transport accident. Yet, when the next maintenance-related accident occurs, there is a reasonable
probability that a poor shift-turnover will have been involved in the accident.  For this error, however, our
industry can show no structured process of investigation, analysis, or corrective action.  On the
mechanical side of an airline operation, nearly all failures are investigated, analyzed, and monitored for
their effect upon reliability and safety.  Mechanical reliability programs, engine condition monitoring
programs, shop findings - all of these have contributed to making equipment failure a small piece of
commercial aircraft accidents. Yet even though maintenance error contributes to 15% of air carrier
accidents and costs the U.S. industry more than a billion dollars per year, industry is still unable to track,
monitor, and manage what is probably the single largest contributor to maintenance-related accidents:
shift turnover errors.

It is the aviation industry’s efforts to conduct improved post mishap reviews of human error that are the
subject of this report.  Whether it’s equipment failure or human failure, event investigation and its
resulting lessons-learned are the mainstay of system safety.  Unfortunately, human error has been
tremendously under-served by traditional event investigation methods.  It is typical within event
investigation today to simply end the investigation at the identification of a human error, without any
meaningful attempt to understand WHY the error occurred.  It is argued by many that, through the science
of human factors and the reporting and investigative tools reviewed in this report, industry can now begin
to understand why people make certain mistakes.

This report answers three fundamental questions: 1) What tools and methods are available to improve the
fidelity and increase the frequency of maintenance error investigation?  2) What issues stand in the way of
accident reduction through maintenance error investigation?  and 3) What can FAA Flight Standards do
to improve flight safety through facilitation and oversight of maintenance error investigation, analysis,
and corrective action?

After careful review, the following specific recommendations are made to the FAA:

1.    The FAA should create a full-time position for a Maintenance Error Specialist within
the Flight Standards Service.

2.    Flight Standards and FAA Chief Counsel’s Office should prepare a clear and concise
policy regarding post-mishap Investigation and corrective action.

3.    All flight standards staff responsible for oversight of air carrier and repair station
maintenance, including AFS-300 and all principal maintenance inspectors and their
staff, should be provided human error causal concepts training.

4.    FARs 121.373 and 135.431 should be re-interpreted, given industry understanding of
human factors, to require more thorough causal investigation of maintenance errors
that impact the conformity of dispatched aircraft and/or endanger safety of flight.

5.    FARs 121.373 and 135.431 should be reinterpreted, given industry understanding of



human factors, to require statistical monitoring and corrective action of systemic
contributors to maintenance error.

6.    Flight Standards and Chief Counsel’s office should co-sponsor research to better
understand the effects of air carrier disciplinary systems and FAA enforcement
policies upon human error reporting, investigation, and overall system safety.

7.    With regard to maintenance human factors research and any further regulation of
maintenance human factors initiatives, Flight Standards should prioritize its efforts
based primarily upon safety-related concerns identified through FAR 121.373 and
FAR 135.431 systems. 

8.    For those errors being investigated through an air carrier’s 121.373 or 135.431
continuing analysis and surveillance program, The Aviation Safety Reporting System
Advisory Circular 00-46D should be amended to change the 10 day reporting
requirement to begin upon “discovery” of the FAR violation.

9.    Flight Standards Service should encourage further use of ASRS by maintenance
technicians, specifically including those errors first discovered by someone other than
the erring technician.

Recommendations 4 and 5 are at the heart of what can be a significant reduction in maintenance error.
Recommendation 4 would require that, across the U.S., air carriers and repair stations improve their
investigation of the approximately 48,800 maintenance errors per year that make their way onto aircraft
dispatched in revenue service.  Standing alone, recommendation 4 does not improve aviation safety.  It is
recommendation 5 that improves aviation safety through the identification and correction of the systemic
contributors to error.  Admittedly, these recommendations would require a significant increase in human
error investigation effort on the part of the U.S. air carrier industry.  Yet compared to the manpower and
financial resources already directed toward equipment reliability within the typical U.S. carrier, these
recommendations represent a comparably small effort.  It is not an unreasonable burden to any U.S.
carrier, yet it is required for industry to take the next step in safety management through maintenance
error reduction.



II.  INTRODUCTION

A.      Report Purpose
This report covers the state of the art in maintenance error investigation and analysis systems.  Its findings
are based upon interviews with roughly 40 diverse industry experts, on-site visits to maintenance error
management system owners and developers, and analysis conducted by the author.  This resulting report
serves three purposes:

1.        Awareness of the Issues
Learning from our mistakes is perhaps the single most important human factors tool available to us at this
time.  Yet, there is still substantial debate as to what lessons we should be taking from event investigation
and how event investigation should occur within the U.S.  This report provides an assessment of the
current state of the art in maintenance error investigation and analysis methodology.  It discusses what the
roadblocks are to more effective human error management, and it provides guidance on how these issues
can best be addressed.

2.        A Comparison of Maintenance Error Investigation Systems
As maintenance human factors has become more prevalent, maintenance error investigation and analysis
systems have begun to enter the marketplace.  This report compares error investigation systems that are
currently used in maintenance and ground operations, and provides a tangential review of systems in the
domains of flight operations and equipment failure.

This report is not intended to provide an “evaluation” of these systems; rather, it is educational in nature.
The most significant reason for not picking an “editor’s choice” is that performing this research was like
performing a review of alternative hammer designs when all of the construction workers at job sites are
still using rocks to pound nails.  Until these systems are in more prevalent use, there can be little
meaningful comparison of their ultimate performance.  Further, the differences between systems are
overshadowed by the common hurdles that must be overcome if maintenance error investigation is to
have a substantial impact on the commercial aircraft accident rate.

3.        Recommendations for FAA Action
Lastly, this report makes a set of structured recommendations to FAA Flight Standards on how it can
better facilitate and, where appropriate, regulate maintenance error investigation in the U.S.  Given recent
changes within FAA management, it is imperative that the work of the last ten years in maintenance
human factors not be overlooked by the new Administrator and new FAA managers who bring in their
own new ideas for safety improvement.



B.      Scope of this Report
This report is driven by one goal: improvement in the safety of commercial air transportation within the
U.S.  This report does not include recommendations for general aviation nor does it include
recommendations for employee personnel safety within an air carrier or repair station.  With regard to
commercial aviation safety, this report focuses on the aspects of maintenance and ground operations that
impact the continuing airworthiness of the commercial aircraft fleet; that is, any error, maintenance or
ground, that can degrade the condition of the aircraft dispatched into revenue service.  Personal injury to
technicians and ground agents is excluded, not because it is of any less importance, but because the tools,
techniques, implementation, and regulatory issues relating to occupational safety and health are
significantly different from the airworthiness-centered issues reviewed within this report.

C.      A Definition of Maintenance Error
First and foremost, it is necessary to discuss what is meant by maintenance error.  For example,
maintenance error includes such actions as the backward installation of a hydraulic valve, the failure to
tighten an oil filler cap, or missing a crack during inspection of an engine disk.  These are the types of
events that this report addresses: human errors within a maintenance organization that ultimately lead to
an on-aircraft discrepancy.

To define maintenance error, it is first helpful to define “human error.”  Human error, defined in a social
sense (as compared to technical), would be as follows:

When there is general agreement that a person should have done other than what they
did, then the person has committed an error.

What can be seen in this definition is that “human error” is defined through an objective outside view.  It
is not really the determination of the erring individual, but of others looking in.  Consider under what
circumstances an employee gets called into his supervisor’s office to explain his action relating to some
undesirable business outcome.  Consider when such individuals are typically disciplined: it is almost
always when someone believes that the employee did other than what they should have done.

Maintenance error, as an extension, is where there is general agreement that the maintenance system
(made up of people) should have done other than what it did.  Historically this meant that the technician
should have done differently, but the term is now used to include error by any human in the chain of
events, whether it be the technician, the maintenance planner, the manager, or the CEO.

D.      Scope of the Maintenance Error Problem in the U.S.

1.        Safety
Maintenance does have a direct impact on the safety of flight.  The United DC-10 accident at Sioux City,
the American DC-10 accident at O-Hare, the Continental Express Embraer accident in Texas, and the
Aloha 737 accident over Maui, are all examples of accidents in which the National Transportation Safety
Board (NTSB) found some maintenance deficiency to be the primary cause of the accident.2  Further,



maintenance has been identified by Boeing as the primary cause of 5.6% of worldwide commercial jet
accidents from 1985-1994.3

2.        Reliability
In addition to maintenance as a primary contributor to accidents, there is an additional contribution that
has not been covered in traditional accident analysis.  Many equipment failures, including those caused by
maintenance or ground crew error, require the flight crew to respond to an abnormal airplane failure
condition.  An extreme example of this is the 1983 Eastern Airlines L-1011 incident in which a
maintenance crew inadvertently left off the O-rings on all three engine master chip detectors.4  Observing
that oil pressure was being lost on all three engines, the flight crew assumed or concluded that the aircraft
was experiencing an instrumentation fault because the flight crew considered the loss of oil pressure on
all three engines to be an extremely remote possibility.  Assuming an indication failure, the flight crew
delayed its turn back to Miami, further increasing the accident risk.  It is in cases like this, where
equipment failure caused by maintenance or ground crew error can lead a pilot to respond in a manner
that further endangers the safety of flight.

In the first analysis to consider multiple contributors to aircraft accidents, Boeing found that improper
maintenance contributed to 15% of commercial jet accidents.5  As further evidence of the role of
maintenance, data from one engine manufacturer showed that 20-30% of engine in-flight shutdowns and
50% of engine-related flight-delays and cancellations are caused by maintenance error.6

3.        Economics
The economic toll of maintenance error is also just becoming apparent.  Maintenance error has
traditionally been lumped under the cost of doing business and not categorized as a specific, quantifiable
class of event.  Recent anecdotal experience, however, has put the cost of maintenance and ground crew
errors at over one billion dollars per year in the U.S. alone. One large U.S. airline has estimated that
maintenance error alone costs its operation $100 million dollars per year.7

4.        The frequency of maintenance error
What does not come across in the previous data is just how often maintenance errors really occur.  Do
maintenance errors occur on a weekly, daily, hourly basis in a large U.S. airline?  

Consider the Boeing study showing that 19.1 % of engine in-flight shutdowns are caused by maintenance
error.  NTSB records show that during the year 1996, part 121 and part 135 scheduled air carriers
conducted a total of 11,356,000 scheduled departures.8  Assuming a typical mechanical dispatch
reliability of 98% and using the Boeing data as representative of all maintenance errors, the number of
aircraft dispatched with a maintenance error on board in the U.S. is roughly 48,800 per year.  (See
Appendix L for a justification of this number.)  Considered on a per aircraft basis, the average airplane
would see roughly seven airworthiness-related maintenance errors per year.

Technically speaking, these 48,800 delays translate into 48,800 unairworthy aircraft dispatched per year
as the result of maintenance error.  While this may sound alarming, this number still represents a



tremendously reliable maintenance system.  Consider that the maintenance technician pool working on
large jet aircraft in the U.S. is roughly 80,000.  This means that the average technician will face such an
error only once every two years.

It must also be remembered that this number represents only those maintenance errors that impact
dispatchability of aircraft.  When errors that occur in a hangar or a shop are caught before they get to the
airplane are included in the analysis, the number of maintenance errors is even higher.  Nevertheless,
maintenance error is uncommon when considered against the number of maintenance actions performed
in the U.S. per day.

E.      Maintenance Error Management Tools
Before reviewing the error investigation systems, it is important to see these systems in light of their
competition in terms of maintenance error management strategies.  We all have our own ideas about how
to manage human error.  Whether we’re a parent, supervisor, or spouse, we have our own ideas about how
the people around us, or reporting to us, might improve their own personal reliability.  Therefore, the
following tools/error management strategies are reviewed as an introduction into the world of human
error management.

1.        Preserve the Status Quo
While preserving the status quo might not really be an error prevention strategy, it is an option.  Aviation
maintenance professionals can be proud of what they do.  They work in a very complex maintenance
system and work on leading-edge aircraft technology.  In spite of the complexities, what exists today is a
maintenance system that has extraordinary reliability.  In some people’s minds, to upset the system
merely because of a “human factors push,” is to put an extraordinary safety record at risk.  This is
particularly true for those individuals who see human factors not as a scientific tool, but as a further
decline in personal responsibility and accountability to a system where every personal error is someone
else’s fault.  After all, isn’t human factors really a belief that errors are less a function of individual
culpability and more a function of external performance shaping factors?

2.        Selection and Training
Selection and training are two obvious remedies for error reduction.  To select people who have
mechanical aptitude and show an attention to detail is to, by strategy, take those people who will be less
error prone.  Through proper training, potential technicians receive the knowledge, skills, and experience
that will maximize their inherent reliability.

Like most strategies, however, the use of selection and training as error management strategies has both
its proponents and opponents.  To identify which people will be more error prone in the maintenance
environment is no easy task, if possible at all.  Then of course the question is whether these are the same
people being recruited by other critical jobs that also desire “less error-prone” people.  Consider the
health care industry, where 180,000 people per year in the U.S. are injured or killed by medical error.9

What about school bus drivers?  Police officers?  Just where should our precious, less error-prone people
should go?



Additionally, training and experience has in some cases proven to be more of a hindrance than a help.
For example, in one European carrier, it was found that troubleshooting errors were made by experienced
technicians at a greater frequency than by junior technicians.  The reason?  The younger technicians were
using the manufacturer’s fault isolation manual while the more experienced technicians were instead
using their sometimes unreliable past experience.10

3.        Designing Aircraft for Error Reduction
Reducing error through aircraft design has been a mainstay of human error management.  Many aircraft
design features are intended to prevent or mitigate the consequences of maintenance error.  For example,
components are designed with dis-similar sized hydraulic connections so that upon installation, hydraulic
tubes cannot be misplaced.  But while design strategies are helpful, much of the error management
problem arises through air carrier maintenance processes.  After all, it is often hard to murphy-proof the
technician error of mere forgetting to re-install a part.  Additionally, as new design strategies become
available, such as new lockwiring methods, the cost of retrofitting the commercial fleet is often simply
prohibitive.

4.        Maintenance Resource Management
In the U.S., it appears that Maintenance Resources Management (MRM) will co-exist with human factors
event investigation as one of the two major cornerstones of maintenance error management.  Maintenance
Resource Management is similar to the Crew Resource Management training programs so effectively
used in the flight operations environment.  In many ways, MRM is a tool to provide individuals the skills
to manage those contributors to error that are in their partial control, such as communication,
decision-making, situational awareness, workload management, and team-building.  MRM is training, but
it’s the “soft skills” training of how to be a reliable human within the maintenance system.

5.        Maintenance Error Investigation
Error investigation means different things to different people.  For the corporate lawyer or FAA
enforcement attorney, error investigation signals an opportunity to take remedial, and often punitive,
action to ensure that the same error is not made again.  To the human factors expert, error investigation is
a way to find the external contributors to error while freeing the erring individual of any blame.  For
many people in the industry, the idea of maintenance error investigation as a “new” concept defies their
own experience performing maintenance error investigations today.  It must be remembered that errors
have always occurred and, unfortunately, will always continue to occur.  What is really meant by
maintenance error investigation today, in the human factors context, is a more formalized and deliberate
investigation of error with an eye toward the human factors precursors that shaped the performance of the
erring technician.  To set the historical stage for development of human error investigation systems,
consider the experience of David Huntzinger, a former Boeing safety specialist and now Vice President of
Safety at America West Airlines.  Mr. Huntzinger recounts a story of a safety discussion he had while
providing safety training to a group of employees at a medium-sized foreign carrier.  The story is as
follows:

I was teaching safety program management to a group of airline and government
officials.  The topic of the hour was the comparison of expected performance with actual



experience.  The object lesson was that if people did exactly what was expected of them
and the results were undesirable, then, all other things being equal, the participants
should be absolved of wrongdoing or responsibility.

At the break following this lecture, a group of pilots asked my opinion about a recent
series of events.  At one airport, clearway lines had been painted on the tarmac.  The
plan was to keep the vehicles parked on one side of the lines while the airplane moved
about on the other.  The pilots and drivers were well trained on this procedure.

On this particular day all the vehicles were properly parked and the flight crew dutifully
stopped the airplane at the entrance to the parking area and scanned the ramp for
obstructions:  all clear.  When the pilot pulled into the area the wingtip struck the
catering truck.  Both the airplane and the truck received substantial damage.

The investigating authority performed a cursory investigation and determined that the
pilot in command and the truck driver were at fault; both were dismissed.  The students
noted that this event was repeated a few weeks later with the same results: substantial
damage to the airplane and the truck with both the pilot and driver fired.  A third event
then occurred.  This time the offending pilot was a senior captain and was placed on
leave without pay.  The truck driver was fired.

I felt that had all the vehicles been in the proper place and all the precautions observed,
then the people should not have been punished regardless of how serious the outcome
was.  I continued asking questions though.  I was curious as to why the airplane would
contact the truck if both were properly positioned.  A group of pilots assured me this was
the case.  This led us to the aircraft types involved in the events.  After much discussion,
and remembering who was qualified in what aircraft, it was determined that all the
events had occurred on A320 aircraft.  A near instantaneous review of this airline’s fleet
and the airport in question quickly brought us to the fact that the parking stripes were
painted to accommodate the B737.  Those qualified on the A320 recounted that the
A320’s wingspan is about 15 feet wider than the 737 and could easily contact a vehicle
properly parked behind the line.

The lesson learned was that the investigating authority reacted to outcomes rather than
the process and did not progress to the underlying causes.  This shortcoming was
transmitted immediately to the investigator-in-charge of all three investigations who
happened to be sitting in the classroom.  Needless to say, his classmates appropriately
admonished him.11

Experiences like these have led to the development of many of the programs reviewed in this report.  In
the scenario above, the initial investigation was as far from “human-centered” as one can find.  Yet, it is
not considerably different from many of the mishap investigations occurring within the U.S. today.  In
this scenario, as in most, there are two investigative approaches: human factors and discipline.  These two
error investigative postures are introduced below:

a)        Human Factors Investigation
Human factors investigation (i.e., looking for contributing factors that potentially can be managed by the



organization), encompasses the view that human error investigation should go deeper in the causal chain
than merely “valve installed backwards” to WHY the valve was installed backwards.  Determining why
errors occur is the focus of each tool reviewed here.  (For an example of the factors that might be
considered in a human factors investigation, Appendix A provides Boeing’s 4-page MEDA investigation
form.)

As discussed earlier, many maintenance error events today are already known and investigated by the
maintenance and engineering organization.  This is quite different from the flight operations domain
where the vast majority of pilot errors are not visible to the organization unless the pilot self reports.  For
the maintenance organization, the topic of human factors investigation represents a change of
investigative approach as much as it represents a distinct new task for the airline organization.

b)        Disciplinary Investigation
Events can be investigated for at least two reasons: to learn so that future mishaps may be avoided, or to
assign blame.  Discipline, the most controversial of the human error management strategies, surely serves
the latter, and in some cases, can even serve the first.  Some safety specialists would argue that discipline
serves no purpose because it can have no effect upon the individuals who did not intend the mishap to
occur.  Others argue that it is the intentional conduct underlying the error that is the productive target of
discipline.  One thing is certain, effective event investigation cannot occur unless the issue of discipline -
that is, what behaviors will result in disciplinary action - is well understood by the workforce and
management.

F.        The Systems Under Review
To respond to the need to reduce maintenance error, both from a safety and an economic perspective, the
following systems have been developed, adapted, or enhanced to address maintenance error.  Review of
each consisted of interviews of both system owners/developers and system users to better understand how
these systems are used today.  There is no hierarchy implied by the order in which these systems are
presented.

1.        Maintenance Round Table - US Airways
The Round Table is a maintenance error investigative approach developed and used by the US Airways
maintenance organization.  It is a cooperative effort between the FAA, the air carrier, and the labor
unions.  Essentially, when a technician is involved in an error of interest to the Round Table Committee,
he is brought before the committee to further disclose his involvement in the event.  The company
guarantees the technician that no further punitive sanction will be applied; however, the FAA retains
rights to take additional action it deems necessary.  Through these round table inquiries, the carrier gains
feedback on how to improve the system to prevent future re-occurrence of similar errors.  To date,
roughly 20 round table investigations have been completed at US Airways.

2.        Maintenance Error Decision Aid (MEDA) - Boeing
The Maintenance Error Decision Aid (MEDA) is a maintenance error investigative tool developed by
Boeing in cooperation with nine domestic and foreign air carriers, the FAA, and the International



Association of Machinists.  Its initial goal was to re-define, for maintenance, what constitutes adequate
human error investigation.  The tool is made up of an investigative procedure, reporting form, and
investigative training.  Design and testing of the tool was completed in 1995 and as of this date 67 carriers
are using or have been trained by Boeing to use the tool.  (A brochure is attached as Appendix G.)

3.        Tools for Error Analysis in Maintenance (TEAM) - Galaxy
Scientific
Tools for Error Analysis in Maintenance (TEAM) is a software package built by Galaxy Scientific as an
adjunct to Boeing’s MEDA tool.  Galaxy was a subcontractor for Boeing’s MEDA development
program, and hence the TEAM software continues to represent the latest in MEDA evolution.  The
software allows an air carrier to perform analysis on data collected via MEDA and provides a data-entry
screen for direct investigation input using the TEAM software.  (A brochure is attached as Appendix H.)

4.        British Airways Safety Information System (BASIS)
The British Airways Safety Information System (BASIS) is a safety information system developed by
British Airways.  As of December 1, 1996, fifty-seven air carriers around the world use the system to
input, analyze, and manage flightcrew-related errors and discrepancies.  As British Airways was one of
the original MEDA development team members and now a user of MEDA (called Maintenance Error
Investigation (MEI) within British Airways), British Airways is currently expanding BASIS to include
MEI as its for-purchase maintenance error investigation module.  (A brochure is attached as Appendix J.)

5.        Managing Engineering Safety Health (MESH) - University of
Manchester
Managing Engineering Safety Health (MESH) is a program developed by the University of Manchester
and first used in aviation by the British Airways Engineering department.  It differs from the other
programs reviewed in that it is not event-driven; rather, it relies upon global assessments of the factors
that may provoke error or create inefficiency in the organization.  It is reviewed here along with discrete
error investigation systems because it has been used in one international carrier as a method for
identifying contributors to maintenance error.

6.        Aurora Mishap Management System (AMMS) - Aurora Safety and
Information Systems, Inc.
The Aurora Mishap Management System (AMMS) is a commercial human error management system
designed for use in the transportation industries.  Built by ex-MEDA and ex-U.S. Air Force Mishap
Prevention Program designers, AMMS provides an array of investigation, analysis, and prevention
strategy methodologies through its PC-based platform.  Whether positive or negative AMMS is the most
sophisticated of the systems reviewed in that it requires both considerable training and computer acumen
to effectively use its features.  (A brochure is attached as Appendix K.)



7.        Aviation Safety Reporting System (ASRS) - FAA/NASA
Begun in May 1975, the Aviation Safety Reporting System (ASRS) is an FAA self-report program
administered by NASA, with contractual support from Battelle Memorial Institute.  Its goals are two-fold:
to identify deficiencies and discrepancies in the National Aviation System, and to provide data for
planning and improvement to the National Aviation System.  Primarily used by pilots, the system
exchanges, under prescribed circumstances, immunity from FAA certificate action for an airman’s
reporting of his involvement in a FAR violation.  The system has now been formally expanded to include
a maintenance reporting form.  The system is designed to allow ad-hoc user inquiries and to provide the
aviation community with alert bulletins and research reports prepared by the NASA/Battelle team.  (A
brochure is attached as Appendix I.)

8.        Air Carrier Voluntary Disclosure Reporting Program - FAA
(AC-120-56)
Begun in 1992, the Voluntary Disclosure Program provides the opportunity for an organization, as
compared to an individual, to report FAR violations to the FAA in exchange for some level of
enforcement immunity.  Unlike ASRS, the Voluntary Disclosure Program does not include a
government-funded database, nor does it provide access to the aviation community.  Additionally,
Voluntary Disclosure requires a comprehensive corrective action on the part of the air carrier.  It this
sense, the program might best be described as an event-centered, one-on-one relationship between the
violator (the airline) and the enforcement agency (the FAA).  Its goal is to replace the hide-and-seek
mentality of violations with a more cooperative approach.

9.        Aviation Safety Action Program (ASAP) - FAA (AC-120-66)
The Aviation Safety Action Program, previously called Partnership Program, is the FAA’s latest journey
into a less-punitive, more cooperative relationship with air carriers and major repair stations.  Partnership
programs have their roots in flight operations demonstration programs conducted over the past few years,
including the US Airways Altitude Bust Program and the American Airlines ASAP Program.  Like the
US Airways Round Table, partnership programs are based upon group review of mishap events.  Through
such review, the carrier, labor union, and FAA can take appropriate and constructive corrective action.
Like Voluntary Disclosure, there is no accompanying database, yet unlike Voluntary Disclosures, ASAP
programs are designed to take a more process-oriented approach.  That is, a comprehensive fix is not
required for each and every event.

10.      The Internal Airline Mechanical Reliability Program -
(AC-120-17A)
The internal airline mechanical reliability program is reviewed in this report because 1) its processes for
event investigation, analysis, and corrective action closely parallel those of human error investigation, and
2) there is much to be gained by observing the success of these programs.  In addition, air carriers today
already conduct a considerable number of maintenance error investigations.  An event as critical as an
in-flight shutdown of an engine, if caused by maintenance error, will generally be accompanied by an



investigation and a detailed analysis of how to prevent a similar error in the future.

The maintenance and engineering purist recognizes that the term “mechanical reliability program” is
somewhat misleading.  This report reviews the typical air carrier’s approach to the management of
on-aircraft equipment failures, whether caused by the equipment itself or caused by human error.  This
function occurs, for a Part 121 carrier, through an air carrier’s response to FAR 121.373, its continuous
airworthiness maintenance program, and its mechanical reliability efforts.



III.  SYSTEM COMPARISONS

To more easily compare the features of each system, system functions are compared together.   The seven
principle systems attempting to bring new techniques to the investigation of maintenance error will be
reviewed first, followed by the three FAA “facilitation” programs designed to offer immunity or forge
partnerships with airmen and air carriers.  Lastly, a few programs from the flight operations domain will
be reviewed along with the typical mechanical reliability program of today.

A.      The Seven Principle Systems (Round Tables, ASRS, MEDA,
TEAM, BASIS/MEI, MESH, and AMMS)

1.        Design Philosophy
Design philosophy addresses how each tool fulfills its goals; that is, how these tools serve to improve
aircraft operational safety and reduce aircraft accidents.  The figure below shows the six basic elements
reviewed with respect to each system: scope of error investigation, investigation process, data analysis,
prevention, monitoring, and lastly, training.
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The Six Reviewed Elements of Maintenance Error 
Investigation, Analysis, and Corrective Action

a)        The Scope of Error Investigation (Investigation Triggers)
With every human error investigation system, one must decide on the target population of events to
investigate.  Unlike single NTSB investigations used to identify systemic failures in aircraft design and
operations, the systems reviewed here use a large set of lower-level mishaps to provide causal data that
may ultimately be used to prevent aircraft accidents.  In this sense, they are pro-active: not waiting for an



accident to occur before learning can begin.  The fundamental question for each system becomes: What is
a reportable or investigatable event?

(1)      Round Tables (US Airways)
Under the US Airways Round Table approach, investigatable events are determined through a consensus
of the FAA, the air carrier, and the union committee.  Unlike MEDA, BASIS, or AMMS, the Round
Table stresses learning from a very small population of events.  The events of interest are those where the
committee believes there was a strong set of human factors contributors leading to the event; that is,
where an otherwise culpable employee seems to have been set up to make the error.  Compared to other
systems, the number of investigations conducted is quite low (approximately 20 investigations thus far).

(2)      ASRS
The goal of ASRS is to identify safety concerns through airmen self-reporting.  That is, any concern that
a pilot or technician may have is open to being reported through the system.  ASRS may be termed a
“rule-based” system in that its immunity provisions relate to the airman’s level of intent with regard to a
violation of the Federal Aviation Regulations.  Per the ASRS Advisory Circular, an airman will receive
immunity if his rule violation was “inadvertent and not deliberate.”  While this is not the only immunity
criteria, it is the one that drives ASRS reporting.  At a practical level, the immunity provisions of ASRS
strongly influence what is reported; one can easily argue that if the airman did not violate a Federal
Aviation Regulation he will have no incentive to report a mishap.  If the airman has violated a FAR, he
must ask himself whether the violation was inadvertent.  If it was inadvertent, he benefits by reporting his
mishap so that he receives immunity.  If his violation was intentional, he will receive no immunity, and
hence will likely not report the mishap.  Thus, if ASRS promotes the reporting of a certain class of
mishap, it is that of the inadvertent FAR violation.

(3)      MEDA
The desire to reduce the maintenance contribution to aircraft accidents drove the design of MEDA.  Thus,
MEDA focuses on errors that impact the continued airworthiness of the aircraft.  Maintenance error,
defined by MEDA, is an aircraft discrepancy caused by the error of a maintenance organization.  In
choosing this definition, Boeing has focused the attention of MEDA primarily on those maintenance
errors that get through the air carrier’s defenses and onto the departing aircraft.  (While MEDA does
identify injury as an undesireable outcome, most carriers have used MEDA for human-error induced
discrepancies on the aircraft.)

Unlike ASRS, MEDA is not intended to be a self-report program.  Rather, it is an investigative tool for
significant errors already known to the maintenance operation.

(4)      TEAM



As the software accompaniment to MEDA, TEAM shares MEDA’s approach to investigatable event
classification.

(5)      BASIS/MEI
Like TEAM, and because BASIS is implementing MEDA within it’s program, at least in the area of
maintenance error investigation, BASIS share’s MEDA’s orientation toward on-aircraft discrepancies.

(6)      MESH
MESH takes a unique approach to investigatable events.  Rather than performing investigations
post-event, MESH asks employees to regularly assess those factors that may provoke error or reduce
efficiency in the workplace.  MESH is based upon the concept that individuals can, at a global level,
identify those factors that may shape error.  Thus, there is no investigatable event, but rather a pre-defined
list of local and organizational factors that the employee must assess during his weekly or otherwise
scheduled use of the MESH system.

(7)      AMMS
Given that AMMS has been designed for use across a broad range of errors, AMMS has taken a very
flexible approach to what constitutes an investigatable event.  Essentially, Aurora looks to its customer to
define the areas where AMMS will be applied.  Nevertheless, AMMS does define a mishap as involving
an error plus some undesirable outcome.  Further, the AMMS software allows the investigator to select
the undesirable outcomes from three broad categories: operational impact, injury, and damage.  Once the
broad category is identified, the AMMS software then asks the investigator a series of questions
applicable to each category of outcome.

b)        Investigation Approach
Investigation approach refers to the process for how event information gets compiled into an event
investigation record.  Each tool has its own process to complete an investigation.  In some cases, the
reporter himself conducts the investigation through his recollection of what happened in the mishap.  In
other cases, an investigator is assigned to investigate the mishap with the erring employee becoming the
subject of the investigation.

(1)      Round Tables (US Airways)
The Round Table essentially uses a group investigative process.  That is, the erring employee divulges his
involvement in the mishap to the Round Table committee.  The round table process does not record data
onto any type of permanent investigation record; rather, the round table committee, upon hearing the
testimony, assigns action items and takes corrective action based upon its internal committee discussions.

(2)      ASRS



ASRS does not involve investigation in the sense that an investigator is assigned to an event.  Rather, it is
a reporting program where the erring airman reports his own observations and findings related to the
mishap.  NASA reports thus read as testimonials of an individual’s involvement in a mishap.  ASRS has
the capability to call the airman back for additional information or to clarify what has been submitted in
the report; however, there is no expectation that the reporting airman either conduct an investigation or
develop investigative conclusions.  It is a system which prefers that first-hand, raw data be submitted.
(The ASRS form is provided as Appendix B.)

(3)      MEDA
MEDA is an investigative tool.  That is, an investigator is assigned to investigate an identified mishap.
Investigators are trained through a training program offered by Boeing.  Using their training, the MEDA
form, and MEDA supplemental information, the investigators interview and fact find in order to develop
investigative conclusions.  This is an important difference from a testimonial-based system like ASRS.
Believing that individual testimonials of erring employees will only tell part of the story, MEDA
investigation records do not necessarily include raw data provided by an erring employee(s).  Rather,
MEDA investigators are trained to investigate an event and make assessments as to its causes.  For
example, an erring employee may claim that he was confused by a procedure; however, it is the MEDA
investigator’s job to look at the procedure, compare it with others, and test the assertion that procedural
confusion was, in the investigator’s view, a link in the causal chain.  Perhaps, after further investigation,
the MEDA investigator finds that the training program is what was inconsistent and caused the technician
to become confused by a rather standardized procedural approach.  Thus, MEDA (and AMMS) share the
approach that maintenance error requires investigation, and that the investigative record is really
documentation of the circumstances and conclusions of the investigated event.  (The MEDA event
investigation record is provided as Appendix A.)

(4)      TEAM
As the software supporting MEDA, TEAM follows the “investigative” conclusions approach of MEDA.

(5)      BASIS/MEI
With BASIS currently integrating MEDA/MEI within its system, it too will follow the MEDA
investigative approach.

(6)      MESH
MESH takes a unique investigative approach, best described by its developer’s “swamps and
mosquitoes” analogy.  In the design of MESH, Professor James Reason recognized that individual errors
were often really the manifestations of more pervasive contributing factors existing throughout the
business organization.  In looking at today’s error management process, Professor Reason saw many, if
not most, of us performing event investigations, making point fixes, and then wondering why the error
would re-occur at a later date, perhaps in another hangar or on a different part of the aircraft.  Professor
Reason analogized this to swatting individual mosquitoes, when the target of corrective action should be
the more systemic factors that breed the mosquitoes in the first place (i.e., the “swamps”).  Professor
Reason’s philosophy is that systemic error reduction will occur much better through a focus on draining



the swamps rather than by swatting mosquitoes.  In MESH, this translates into a direct assessment of the
swamps, as identified by those within the maintenance system.

(7)      AMMS
AMMS follows an approach similar to MEDA.  Aurora trains investigators during a 2½-day course so
that quality assurance investigators and/or maintenance peer investigators can both investigate and
develop investigative conclusions.  While trained investigators are AMMS’s mainstay; Aurora is
developing a number of self-report options through either paper, software, and/or telephone transmission.
However, these processes are most likely to be used for less critical (non-airworthiness related errors) and
by the flight domain which is more suited to self-reporting.

c)        Analysis
Once data is collected and an event record generated, there must be some process for analysis of data to
determine both the scope of problems and to devise preventive strategies.  Analysis can occur at two basic
levels.  First, single events can be analyzed to determine if preventive strategies can be developed
stemming from one particular mishap.  Organizations conduct this type of analysis because they don’t
want this particular mishap to occur again or they wish to prevent another entire class of event through
investigation of this single event.  The second type of analysis involves the review of multiple mishap
records in order to spot trends and to develop corrective actions that may apply to systemic contributors to
error.  For each system, both of these analysis options are covered.

(1)      Round Tables (US Airways)
Analysis in the Round Table context is relatively simple.  Each event under review represents the source
of data for determination of error contributors and the development of prevention strategies. The theory is
that these contributors to a particular mishap are likely to contribute to other events within the
organization.  There is no specific structured process for analysis; rather, it is real-time, event-by-event
analysis by the Round Table event review team.

(2)      ASRS
Under the ASRS program, analysis occurs in two ways by two different groups.  The ASRS offices at
Moffett Field employ a number of analysts to analyze the data and look for trends or individual
circumstances that may be a threat to aviation safety.  The second type of analysis involves external
organizations who request individual records or “data dumps” from the ASRS offices.  It is important to
note that nearly all ASRS analysis is oriented toward the identification of hazards, and not the
quantification of hazards.  Because ASRS is a self-report program, it does not have a baseline from which
to determine particular error rates.  ASRS does not collect data on successful task accomplishment from
which to compare the failures, and it has no real way of determining what percentage of errors or
violations are reported to ASRS.

(3)      MEDA



MEDA provides for both individual event analysis, and through TEAM, analysis of systemic factors.  At
the individual event level, the analysis really occurs as the investigation is conducted.  As discussed in the
previous section, MEDA investigators are trained to develop investigative conclusions while performing
the investigation itself.

(4)      TEAM
TEAM, as a design enhancement to MEDA, provides a number of analysis tools for MEDA reports.  In
addition to the computerized MEDA form, TEAM includes both graphical analysis of structured data and
a structured query language (SQL) tool to search narrative data.  

(5)      BASIS/MEI
BASIS has focused most of its analysis capability upon graphical display of trends and contains a wealth
of pre-determined graphs that may be used to spot these trends.  BASIS does not currently have any
structured processes to analyze single events or to conduct narrative searches of event records.  In this
regard, BASIS may be considered more of an information system than an analysis or prevention system.
BASIS is run on a network where, as an example, British Airways employees can log onto a number of
computers to see most individual records (confidential flight human-factors reports are not available to
everyone).  The safety services staff primarily conducts analysis and publishes it as appropriate in the
carrier’s internal publications.

(6)      MESH
MESH relies exclusively upon its data analysis capabilities.  In MESH, changes do not come from single
events but from analysis of systemic factors identified by MESH analysts.  To facilitate analysis, MESH
comes equipped with software that provides graphical display of how the pre-identified performance
shaping factors compare in terms of employee concern.   MESH uses these graphical displays to identify
where resources should be spent.

(7)      AMMS
AMMS comes with a large set of analysis tools.  AMMS has predefined graphs that can be used to track
contributing factors as well as the effectiveness of prevention strategy projects.  AMMS also has a
graphical display tool allowing the user to build graphs similar to the functionality of a spreadsheet
program like Microsoft’s Excel.  This functionality also includes a capability called “drill-down” that
allows the user to click on a graph bar, taking the user to the next lower level of data.  In addition to
graphical display, AMMS provides a query tool to allow narrative search of the data.

d)        Prevention/Corrective Action

(1)      Round Tables (US Airways)
Because the Round Table relies on the Round Table event review team for corrective action, there is no



specific corrective action methodology.  Nevertheless, as an internal airline process, the Round Table
team can immediately take action to ensure that deficiencies identified through event reviews are
corrected.

(2)      ASRS
As a NASA administered system, ASRS does not have responsibility or authority for making actual
changes in an air carrier’s maintenance system.  Nor does ASRS have a structured process for how to
develop prevention strategies through use of ASRS data.  ASRS is based on the premise that through the
dissemination of data, research findings, and alert bulletins, those having responsibility for the
contributors to error will take appropriate action once they have become alerted to their role in error
causation.

Because the National Airspace system is largely a government enterprise, NASA has been very effective
in alerting entities such as airports to possible safety hazards without violating confidentiality.  What
ASRS cannot do, because of confidentiality provisions, is contact an airline about a specific hazard.  This
provision may be particularly troublesome for maintenance, an activity that is entirely internal to the air
carriers and repair stations.

(3)      MEDA
MEDA was designed as an aid to help the investigative side of the error management equation: by better
understanding the causes of error, better prevention strategies would necessarily follow.  Thus, MEDA
does not have a structured process for prevention strategy development beyond what is taught in its
training program regarding error management philosophies.

(4)      TEAM
TEAM follows MEDA’s lead.  Team, at the systemic level, will help the analyst spot trends, but does not
provide additional methodologies to assist in the area of prevention strategy development.

(5)      BASIS/MEI
If an element of BASIS can be characterized as a prevention strategy process, it is BASIS’s process for
assigning action items and monitoring progress of action items in the post event setting.  BASIS, like
most of the other programs reviewed, does not have a specific process to assist in the development of
prevention strategies.

(6)      MESH



MESH was designed as a tool to directly monitor the contributing factors to error.  In terms of prevention
strategy development, MESH simply tells the user to fix the problems identified through the tracking of
local and organizational factors.

(7)      AMMS
AMMS is the only tool among this group that has a structured prevention strategy development process.
While limited to prevention strategy development for systemic contributors to error, it is a process that
breaks down prevention strategy development into manageable tasks for the analyst.  In doing so, the
analyst, according to Aurora, will be able to propose and validate the anticipated effectiveness of his
prevention strategy through the use of the prevention strategy module.  (As a commercial entity, Aurora
considers its methodology proprietary and would not allow a detailed description within this report.)

e)        Monitoring/Feedback
An important question for each of these systems is how they monitor their own effectiveness.  That is, can
each system measure its own return on investment, either by economic or safety standards?

(1)      Round Tables (US Airways)
Round tables do not involve the quantitative tracking of error; rather the monitoring of success is left to
much more qualitative measures such as happiness with the process and resulting corrective actions.  The
round table committee can also measure overall metrics, such as delays and cancellations. 

(2)      ASRS
ASRS does not have a formal monitoring process, primarily because ASRS has little visibility as to how
air carriers or the FAA will make use of the ASRS data.  By contrast, in flight operations ASRS officials
speak directly to those involved in administration of the national airspace system.  For example, they may
contact an airport authority to talk about reported problems with an approach pattern.  However, ASRS
officials will not call an airline regarding a problem related to a particular flight operations procedure.
Actually, ASRS will de-identify the self-report once it is received at NASA so that even ASRS analysts
have no record to identify the carrier from which the report originated.  Particularly in the area of
maintenance, it is best to think of ASRS as a data resource, providing information that might otherwise be
unattainable inside an air carrier or directly by the FAA.

(3)      MEDA
The ability to track the effectiveness of prevention strategies associated with MEDA investigations, and
the ability to track frequency of errors, is largely based upon an air carrier’s own implementation of the
MEDA process.  The Boeing MEDA team does not recommend a specific population of events to
measure, but instead relies upon overall performance metrics within the airline to provide feedback on
system performance.  For example, an airline may choose to investigate only selected delay or dispatch
related errors occurring only at their major hub.  The airline investigates error this way using MEDA, and
while doing this also tracks its overall dispatch reliability.  After two years of MEDA investigations, the



airline sees a 1% increase in dispatch reliability.  By this metric, the MEDA process can claim some
credit.

(4)      TEAM
While the TEAM software contains graphical trend analysis capability, it is limited by how the airline
chooses to implement MEDA.  If the airline chooses to investigate 100% of some class of event, the
TEAM software will provide historical tracking of those errors.  If an airline chooses to randomly pick
errors to investigate, or relies on self-reporting, the TEAM software will lose its ability to do any
quantitative tracking of error.

(5)      BASIS
Because the BASIS designers are still in the process of implementing MEDA within the BASIS program,
it is unclear what statistical tools BASIS will link to MEDA.  Nevertheless, BASIS’s method of
monitoring flight risk has facilitated one of the best, if not the best, self-reporting programs in the world.
Through this reporting process it captures 6000 air safety reports per year from within its airline.  Once
the BASIS group receives the air safety report, an air safety investigator assigns a risk factor based upon
criticality of the event and the likelihood of reoccurrence.  By assigning each air safety report its own risk
factor, British Airways has the ability to track both frequency of air safety reports and overall risk.  And
while BASIS has no formal process to track the effectiveness of individual prevention strategies, it can
track the performance of its flight operations system through its quantitative risk factors.

(6)      MESH
The monitoring element of MESH is identical to its investigative element.  Given that MESH tracks only
attitudes toward error provoking factors in the workplace, it provides an organization the ability to
continuously monitor those attitudes.  In this manner, MESH is not constrained by concerns regarding
what level of error reporting or investigation is actually occurring.  Within MESH, if tooling support in
the hangar has improved from the viewpoint of those entering data into MESH, then the MESH process
has done its job.

(7)      AMMS



AMMS provides monitoring in two ways, although both depend upon 100% error reporting or
investigation at some threshold.  In implementation discussions, Aurora emphasizes that the statistical
power of AMMS hinges upon a known set of errors.  For example, that known set may be flight delay and
cancellations involving maintenance error, or it may be damage in the hangar involving a cost greater that
$5000.  What AMMS can do once a valid set of investigations is conducted is two-fold.  First, like
BASIS and TEAM, it can track error on a statistical basis.  Secondly and uniquely, it is designed to track
the effectiveness of individual prevention strategies.  The AMMS software stores prevention strategy data
in project files.  When an analyst would like to review the effectiveness of a specific prevention strategy
implemented last year, he can open the project file and the software will automatically review the data,
providing a graphical display of the before and after picture for this class of error.

f)        Training

(1)      Round Tables (US Airways)
The Round Table is not a commercial product, and correspondingly does not have a formal training
package.

(2)      ASRS
As a government sponsored self-report program, ASRS has no requirement for training investigators or
analysts.  Rather, through broad dissemination of reporting forms and through the aviation community’s
embrace, at least on the flight side, ASRS has spread the word that it offers immunity for information.  

(3)      MEDA
MEDA has three formal training modules.  The first is a 2-3 hour briefing for an airline’s senior
management.  The second is a 2-hour briefing for those who will be the MEDA team within the carrier.
Lastly, MEDA requires that investigators go through 6 to 8 hours of human factors and investigative
skills training.

(4)      TEAM
Team does not provide formal training because once an airline is familiar with MEDA, use of TEAM
software is relatively self-explanatory.

(5)      BASIS
BASIS does not currently provide formal training on use of their system.  This is due primarily to the fact
that BASIS, prior to the addition of MEI (MEDA) was strictly a safety reporting and information system;
investigator training has never been needed in the flight operations environment.  However, given that
British Airways is now implementing MEDA/MEI, it does have plans to provide investigative training to
BASIS users.



(6)      MESH
MESH is largely self-explanatory for users so that training is essentially limited to filling out the forms
within the MESH program.  As part of his support, Professor Reason will provide training as needed to
implement the system.

(7)      AMMS
AMMS provides, and requires, the most extensive training of all of the programs reviewed here.  Each
AMMS investigator is taken through a 2½-day course covering use of the AMMS software, investigation
and interviewing skills, analysis, and prevention strategy development techniques.  Aurora also offers a
1-day advanced analysis course, although it has not yet been taught.

2.        Field Experience 
One would naturally expect that field experience would be a cornerstone of this report.  After all, it is the
demonstrated success of these systems which is of ultimate interest and importance.  Unfortunately, the
maintenance experience with all of the programs is slim.  While the availability is there, especially in the
U.S., there has been little commitment by either the air carriers, repair stations, or the FAA to see
human-centered error investigation and analysis become a new way of doing business.  Nevertheless, the
following describes the use, and where known, the success of these systems to date.

a)        ASRS
ASRS may easily be called the hallmark of aviation safety databases. Within the U.S., ASRS has amassed
359,000 self reports through December 1996.  In addition, ASRS staff has processed over 4800 search
requests, issued over 1800 Safety Alerts and over 200 CALLBACK Safety Bulletins, and conducted over
50 major research studies.  From a flight operations perspective (pilot and controller), ASRS has provided
invaluable information.

For all of the ASRS success in the flight operations environment, however, the ASRS program has been
largely unsuccessful in establishing a foothold in the aircraft maintenance domain.  Over the past 5 years,
the FAA has even questioned its own ideas about whether the ASRS program, and its immunity
provisions, would apply to maintenance or ground operations personnel.  For most of its history, ASRS
has been solely marketed as a tool to support the flight operations domain.  However, due to the efforts of
the International Association of Machinists and others, the FAA has now formally recognized ASRS’s
application to maintenance, ground, and cabin crew.  (See Appendix D.)

b)        MEDA
MEDA was not formally launched as a Boeing customer support option until the fall of 1995.  Since
introduction of the tool, 92 carriers and repair stations around the world have been trained to use MEDA,
although only six of these have been within the U.S.  (Two to three new carriers are trained each month.)

MEDA users have provided promising feedback on use of the system.  One foreign user, in particular,



having conducted over 400 investigations, has cited a resulting 16% reduction in maintenance delays.

c)        Round Tables, AMMS, TEAM, BASIS (MEI module), and MESH
These five systems are grouped together because each has been used at only one or two carriers thus far
and none of the tools have gained enough experience to talk to their effectiveness, even in general terms.
In the future, it may be possible to share lessons-learned on the effectiveness of different error
investigative tools.  However, such lessons learned may be more a function of operator implementation
than investigative system implementation.  For now, field experience for all of these tools is too slim to
draw any conclusions.

B.      Flight Operations Programs
Compared to flight operations, maintenance and ground operations are relative newcomers to the field of
human factors and organized human error management.  Whether it is crew resource management,
reporting and investigation systems, or support from the FAA, flight operations programs have the lead.
Three of the flight operations systems worthy of review are ASRS, BASIS, and American Airline’s
ASAP program.  The philosophy and operation of these three programs is described below.  What must
be remembered about these programs, however, is that they are flight programs and in many respects not
directly transferable to the maintenance or ground operations environment.  In many ways, what has been
easy for the flight side will be hard for the maintenance and group operations environment;
correspondingly, what has been difficult for the flight operations side, in many circumstances will be
easier for maintenance.

a)        ASRS
From a flight operations perspective (pilot and controller), ASRS has proven an invaluable resource of
safety-related information.  And for pilots who inadvertently violate the FARs, ASRS has been a
tremendous haven from sometimes unwarranted FAA enforcement action.

Yet for all its accolades, it must be remembered that ASRS is not a corrective action program.  That is,
unless ASRS staff see an immediate threat to safety for which they have an opportunity to help fix
without endangering the confidentiality of the program, there is no formal process for use of ASRS data
for corrective action purposes.

b)        BASIS
Created by British Airways in 1990, BASIS began as a computerized system to replace hard-copy
incident investigation files.  BASIS has now grown into the most widely used internal air carrier safety
information system in the world.  The center of BASIS is its air safety report.  Every year through
mandatory reporting requirements, British Airways pilots submit over 6000 air safety reports telling the
“what” of the incident or flight discrepancy.  In response to receiving an air safety report, British Airways
Safety Services will send a voluntary confidential human factors questionnaire to each crewmember.

Today, BASIS contains nine different investigative modules covering ground handling, maintenance
error, air safety, human factors and personnel safety reports, as well as flight data recorder exceedances



and flight instrument replay.  By any measure, within British Airways the program has both flourished
and provided proven benefit.   As a software program designed to run on a network, BASIS, more than
any other system reviewed, is truly a safety information system.  Any pilot can log on a computer
terminal and view air safety reports.   Additionally, BASIS is used inside British Airways as an
information system to assign and track action items resulting from a single mishap report.  And finally,
because BASIS assigns a risk factor to each mishap, BASIS has been able to track what it believes is an
overall, quantifiable measure of risk within the British Airways flight operations system.

c)        ASAP (American Airlines version)
The American Airlines’s ASAP program is the precursor to the FAA’s new Aviation Safety Action
Program described in AC 120-66.  ASAP is a partnership between American Airlines, its pilot labor
union, and the FAA. Begun in June 1994, it is a program that has resulted in literally thousands of pilot
self-reports.  It has achieved such reporting success for a number of reasons.  One is that when a pilot
completes an ASRS report, he is offered limited immunity from FAA enforcement action.  A second
reason is that ASAP has enjoyed avid support from both management and the labor union.

C.      Report Facilitation Programs
In addition to the data capturing and analysis systems reviewed above, the FAA has created three specific
programs to help facilitate improved airman reporting of mishaps and FAR violations as well as improved
honesty in the investigative process.  In order of presentation, these programs represent the FAA’s
increasing willingness to partner with air carriers and labor unions.  (Uniquely, ASRS is both a database
and a report facilitation program.  As the database aspect of ASRS has already been discussed, what
follows is that portion of ASRS intended to facilitate event reporting.)

1.        ASRS
In order to gain self-reports of airmen who violate FARs, the FAA established a limited immunity
program for those who submit a report through the ASRS system.  While it is far from “blanket”
immunity, the immunity provided has ensured that many human errors can be reported through ASRS
without fear of punitive sanction.  While the entire advisory circular is enclosed as Appendix D, the
salient portions of the immunity provisions are as follows:

“The filing of a report with NASA concerning an incident or occurrence involving a
violation of the Act or the Federal Aviation Regulations is considered by the FAA to be
indicative of a constructive attitude.  Such an attitude will tend to prevent future
violations.  Accordingly, although a finding of a violation may be made, neither a civil
penalty nor certificate suspension will be imposed if:

1)    The violation was inadvertent and not deliberate;

2)    The violation did not involve a criminal offense, or accident, or action under section
609 of the Act which discloses a lack of qualification or competency, which are
wholly excluded from this policy;

3)    The person has not been found in any prior FAA enforcement action to have



committed a violation of the Federal Aviation Act, or of any regulation promulgated
under that Act for a period of 5 years prior to the date of the occurrence; and

4)    The person proves that, within 10 days after the violation, he or she completed and
delivered or mailed a written report of the incident or occurrence to NASA under
ASRS.”

2.        Voluntary Disclosure
It does not take much imagination to predict that if individual airmen could receive some level of
immunity by being cooperative with the FAA through ASRS, then organizations as a whole would also
want to join in the process.  Voluntary Disclosure programs do just that: provide limited immunity to the
organization that voluntarily submits its FAR violations to the FAA.  Compared with ASRS which only
requires airman reporting of the event, with Voluntary Disclosure the air carrier or major repair station
must show the FAA a comprehensive fix.  The entire Advisory Circular is provided as Appendix E,
however, the salient portions of the immunity provisions are shown below:

“The FAA believes that the open sharing of apparent violations and a cooperative as well
as an advisory approach to solving problems will enhance and promote aviation safety.
Certificate holders will receive a letter of correction in lieu of civil penalty action for
instances of noncompliance that are voluntarily disclosed to the FAA in accordance with
the procedures set forth in this AC.  Once the letter of correction is issued, the case will
be considered closed unless the agreed upon comprehensive fix is not satisfactorily
completed by the certificate holder.

(a)    In evaluating enforcement action for a certificate holder’s actual or apparent failure
to comply with FAA regulations, the FAA will ensure that the following five
conditions are met:

1)    The certificate holder immediately notified the FAA of the apparent
violation after detecting it and before the agency learned of it.

2)    The apparent violation must have been inadvertent.

3)    The apparent violation does not indicate a lack, or reasonable question,
of basic qualification of the certificate holder.

4)    Immediate action must have been taken, or begun to have been taken,
upon discovery to terminate the conduct that resulted in the apparent
violation.

5)    The certificate holder must develop and implement a comprehensive fix
satisfactory to the FAA.

(b)   Ordinarily, the FAA will not forego legal enforcement action if the certificate holder
informs the FAA of the apparent violation during routine FAA
investigations/inspections, or in association with accidents and incidents.



3.        ASAP
The Aviation Safety Action Program, authorized in January 1997, represents the latest advance in air
carrier/FAA partnership.  Through a partnership among the carrier, labor unions, and the FAA, all three
groups can co-manage the contributors to safety-related mishaps.  In its efforts to facilitate reporting,
ASAP has established its own immunity provisions, coined “enforcement-related incentives” by the
Advisory Circular.  Although the entire Advisory Circular is provided as Appendix F, the pertinent
provisions of its enforcement related incentives follow: 

“Administrative action may be taken in lieu of legal enforcement when all of the
following elements are present:

1)   Applicable law does not require legal enforcement action.

2)   Lack of qualification or competency was not involved.

3)   The violation was inadvertent and not deliberate.

4)   The violation was not the result of a substantial disregard for safety or
security and the circumstances of the violation are not aggravated.

5)   The alleged violator has a constructive attitude toward complying with the
regulations.

6)   The alleged violator has not been involved previously in similar violations.

7)   After consideration of items (1-6), a determination is made that
administrative action will serve as an adequate deterrent.

Substantial disregard means:

a)     In the case of a certificate holder, the act or failure to act was a substantial deviation from
the degree of care, judgment, and responsibility normally expected of a person holding a
certificate with that type, quality, and level of experience, knowledge, and proficiency.

b)   In case the violator is not a certificate holder, the act or failure to act was a substantial
deviation for the degree of care and diligence expected of a reasonable person in those
circumstances.”

D.      The Equipment Side of Aviation
While this report is about maintenance error (i.e., human error in the maintenance domain), it would be
unjust not to discuss how maintenance and engineering organizations have been managing both
equipment and human failure through, what may be broadly termed, the mechanical reliability program.
While engineering and maintenance professionals may all have different ideas about what constitutes a
mechanical reliability program and what the FAA requires through its regulations for “continuing



analysis and surveillance,” there would likely be agreement that these programs have been successful.

1.        The Elements of a Mechanical Reliability Program
Like error management programs, the mechanical reliability program has the same core elements:
investigation, analysis, prevention, and feedback.  Each of these is discussed below.

a)        Event investigation 
Investigation of mechanical failure occurs at many levels within an airline today.  If the component does
not relate to airworthiness, or the failure is considered normal and expected, there will be little formal
investigation.  A technician will likely write in a maintenance log that a failed component (e.g., check
valve) was replaced in order to correct the system anomaly (e.g., gear will not retract).

If the component is refurbishable, a shop report will likely identify the cause of the component failure at a
more detailed level (e.g., spring fatigue).  If the failure is considered more critical, the air carrier’s
engineering department might get involved and initiate additional post-event investigation.  The FAA will
likely see or be involved in only critical failures.  For example, for an engine disk failure which is not
supposed to occur, the FAA will likely work with the carrier to arrive at an acceptable corrective action.
If the failure is benign, however, the FAA will likely be informed of the failure only through the FAA’s
review of performance at the system level (e.g., graph of ATA chapter 32 cancellations).

b)        Data Analysis
In addition to developing corrective actions in response to individual events, carriers will also analyze
data in order to spot trends that may result in a degradation of safety or result in unnecessary economic
harm.  These data analyses might be at the level of a specific component (e.g., air condition packs), at the
system level (e.g., air conditioning), or at the level of performance metrics such as delays or cancellations.
In the U.S., FARs 121.373 and 135.431 (Continuing Analysis and Surveillance) require some level of
systems analysis.

c)        Prevention/Corrective Action
Through continuing trend analysis, air carriers develop corrective actions in response to equipment
failure, whether caused by the equipment itself or caused by human error.  These corrective actions will
either occur at the air carrier’s own initiative, through a service bulletin or letter from a manufacturer, or
through the suggestion or mandate of the FAA.

d)        Monitoring/Feedback
Through continuing data analysis, air carriers also have a method of monitoring the effectiveness of their
corrective actions.  If a redesigned seal is used to reduce hydraulic pump O-ring failures, the carrier can
track the hydraulic pump failure rates both before and after prevention strategy development in order to
confirm that the strategy has worked as intended.



2.        Experience and Gains
The improvement in equipment reliability over the last 30-50 years through the cooperation of the
manufacturers, the air carriers, and the FAA has been remarkable.  In some systems, failure rates have
decreased by orders of magnitude.  It must also be recognized that while oriented toward mechanical
failures and conducted by technically-oriented people, work in the area of equipment reliability has not
been without its effect on human reliability.  Purists would say that a mechanical reliability program and a
good engineering department are equally concerned about all aircraft discrepancies, whether caused by
equipment or human failure.  This assertion is valid.  Many improvements to both aircraft design and
internal airline process have come through efforts to reduce maintenance error.  Nevertheless, most of
these investigative efforts have had an “engineering flavor” in that they did not, in most cases, directly
involve the erring technician.  Rather, in many airlines today, engineers are left to determine how to
Murphy-proof the system, while the erring technician’s management is left to clean up the mess (e.g.,
reprimand the technician).

E.      Bringing It All together
Each system has its unique characteristics, which are summarized in the following table.
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There are two characteristics that most distinguish the systems reviewed.  First is whether the system
relies upon self-reporting or whether it relies upon the investigation of known events.  For example,
ASRS is entirely a self-reporting system.  Conversely, the MEDA program is designed as an investigative



process for errors that would be known to the airline through the requirement to repair the aircraft
discrepancy caused by the maintenance error.  The second important characteristic is whether the system
is designed to gain its knowledge through single events or through a population of events.  For example,
Self-Disclosure is a system that focuses entirely on corrective actions for single events.  The strength of
Aurora’s AMMS, on the other hand, is its analysis and subsequent prevention strategies generated from a
large and statistically valid set of maintenance errors.  The graph below shows where each reviewed
system stands with respect to these factors.
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What must be recognized about all these systems, however, is that they all purport to provide a structured
process for the identification of contributing factors that may ultimately lead to an accident.



IV.  DISCUSSION AND EVALUATION

Most in the aviation industry recognize that error investigation could be improved through structured
human-centered investigative techniques.  Thus, at the last industry level, FAA sponsored meeting on
maintenance error, Dr. Bill Shepherd, the FAA’s then chief maintenance human factors researcher, asked
the audience why U.S. carriers were not making better use of those maintenance error analysis systems
already on the market?  Although some programs like MEDA are being offered free of charge, they are
not yet widely used in the U.S.  For example, of the 92 carriers trained to use MEDA, only six were
within the U.S.

Unfortunately, the answer to Dr. Shepherd’s question will not come from a review of the detailed design
characteristics of these systems.  There is no common feature that makes these systems strangely unsuited
to application in the U.S.  Rather, there is a large set of contributing factors, addressed below, that make
troublesome the decision to reduce human error through the approach offered by these systems.  It would
be easy to merely list a myriad of reasons why the FAA, labor unions, and carriers are unwilling or
unable to proceed with wholesale adoption of human-centered investigation.  Instead, these issues will be
addressed through the following series of assertions about the nature of maintenance error and its
manageability.

A.      Causation is the Key
At the root of maintenance error management efforts is a tension that goes beyond aviation.  It goes to our
personal view of why individuals make mistakes, whether it’s professional colleagues, friends, or family.
Under the old school of thought, error investigation was easy because we could merely point to the erring
individual as the one to blame.  Now, through human factors, it may be the CEO’s pressure to make
schedule, or the technician’s home life, or a designer’s poor placement of switches.  The problem is that
both responses are within us: the temptation to blame the erring employee and the temptation to see the
erring person as merely an unfortunate product of his environment.  Just how we balance these competing
responses is a key to human performance improvements.

1.        “Professionals can make mistakes without being
‘unprofessional’.”
If we all believed that human error was always the result of careless or reckless individual behavior,
managing human error would be quite simple.  Anyone committing an error would be counseled on the
error of his ways and then given time off without pay or terminated. Words like willful, wanton, careless,
reckless, unprofessional, and negligent would dominate event investigation records.  Maintenance errors,
while generally not intended, would simply be lumped in with other “unprofessional” behavior such as
intentional falsification of maintenance records or working on aircraft without the required license.

History has shown, however, that the maintenance system not only shapes technician performance, but
that the system can be manipulated to increase or decrease human reliability.  The development of the
systems reviewed in this report is testament to the growing recognition that contributors to error can be
managed.



The human reliability curve shown below further illustrates the “human factors” philosophy.  The
principal line on the graph shows that as factors affecting human performance improve, the reliability of
the task increases.  It is important to conceptualize, however, that the curve is asymptotic with the 100%
line.  That is, the best we can hope for is to approach 100% reliability while never actually achieving it.
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What becomes important to the human factors investigation then is 1) where is our operation on the curve
and 2) what can be done to shift the operating line to the right?  It is not “what can be done so that this
person does not do something so unthinkable again?” but what in the design of the task, process, and
environment can be done to improve task reliability?  The human factors philosophy views human error
as normal and expected, even under the best of circumstances and under the strictest of regulations.
People will always make errors and organizations must design systems that take such errors into
consideration.  This is what the systems reviewed in this report all share: the belief that human reliability
can be improved through design of the systems in which humans work.

2.        “Some mistakes involve culpable, blameworthy behavior on the
part of the erring individual(s).”
Managing human error would be equally simple if we all believed that the responsibility for human error
always lay within the system, and never with the individual.  Old words like reckless and unprofessional
would be replaced by new words like stress, fatigue, crew-coordination, heat, cold, wind, distraction,
perception, vertigo, knowledge, saturation, confusion, noise, vibration, situational awareness, vigilance,
motivation, mood, phraseology, and others.  Event investigation, rather than being an adversarial process,
would simply be a scientific inquiry limited to the identification of factors that management and the FAA



could change in order to improve future technician performance.

This perspective, however, implies that the individual is never responsible for his actions.  It further
implies that both FAA and internal organization enforcement and discipline would become obsolete, with
errors managed only through employee incentives and system design.  Accountability would only fall
upon those whose job it was to produce improved human reliability.

The problem with this view is that we all take risks in our daily activity - whether we’re working around
the house, driving a car, or maintaining a commercial aircraft.  It might be our decision to use a table saw
without safety goggles or to drive a car without fastening our seat belt.  It is assumed that when we are
working on an aircraft we understand the consequences of risk taking - and therefore work to much more
exacting standards.  Yet even in aircraft maintenance, some degree of risk taking will be inevitable.  In
addition to asking how the system set up the employee to make an error, there is another question
illustrated by the graph below: Did the technician knowingly and unjustifiably increase the probability
that the error would occur?
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Consider this scenario: On the overnight a technician is assigned to do a detailed inspection for cracks
around rivet heads on a portion of the external side of a 737 fuselage.  It is night and the aircraft is parked
on the tarmac.  In accordance with his airline’s policy, he diligently brings out a work stand to get close to
the structure and brings out large lamps to provide adequate lighting.  Now consider that even though the
technician followed all applicable procedures, he has still made an error by missing a crack that ultimately
led to an in-flight depressurization.  Should the technician be punished for merely making the error?



Should he be punished for making an error that led to an in-flight depressurization?

Growing human factors wisdom says that, instead of dispensing discipline, maintenance organizations
should strive to understand “why” the error occurred.  So the organization uses a tool like Boeing’s
MEDA investigation technique to better understand the contributing factors to the error.  In this case, an
investigator may determine that a rushed overnight, poor lighting and fatigue all helped to decrease the
inherent reliability of this task.  For these contributing factors, the organization will stand accountable.

Even though the technician did not intend to miss the crack, in every mishap investigation the question
remains whether the individual technician also bears some of the blame.  Not because he or she made an
error, but because we all have some control over our personal human reliability.  In the vast majority of
errors, an investigation will find that the technician was merely working within the norm of the air
carrier’s maintenance organization.  In such a case, the erring technician was merely the unlucky one to
be hit by the “normal and expected” human error.

Yet, would our attitude change if we knew that the technician stood on the ground to do this same
inspection with his flashlight pointed up at rivets that were six feet away?  This technician made the same
error, missing the crack, as the technician who diligently followed the procedure and used an adequate
work stand and the proper lighting.  In neither scenario did the technician intend to miss the cracked
structure.  Yet, while theoretically not guaranteed of failure, the flashlight-equipped technician standing
on the ground significantly and unjustifiably increased the risk that the error would occur.

It’s important to recognize that under some circumstances, the erring employee will share some of the
blame.  Many of the systems reviewed in this report recognize this fact.  ASRS, for example, does not
provide immunity for the erring airman who intentionally violates a federal aviation regulation.  BASIS
takes a unique approach in that it advertises that a “fundamental principle” of its system is an “open,
penalty-free reporting culture,” yet it has drawn a definitive line where mere human error ends and
culpable behavior begins. At British Airways, the internal BASIS policy is that the company will consider
initiating disciplinary action where, “in the Company’s opinion, an employee has acted recklessly, or
omitted to take action, in a way that is not in keeping with his/her responsibilities, training, and/or
experience.”  Further, Aurora’s AMMS addresses the issue of culpability by providing two investigative
tools: one for use by human factors investigators, and one for use by a disciplinary review board.

3.        “Human error investigation is an inherently adversarial
endeavor.”
There should be no argument that investigations of human error are very different than investigations of
equipment failure.  In the case of human error investigation, some degree of blame generally falls
squarely upon the human who last touched the broken object, a fact well known to technicians and ground
agents.  The designers of the systems reviewed in this report all attempted to address the adversarial
nature of event investigation by focusing their efforts on system improvement.  Most systems reviewed in
this report endorse a “penalty-free” approach so that no one will feel threatened through use of the
system.

Such a view, however, oversimplifies the complexities of event investigation.  To tell the erring
technician that it is no longer a blame-oriented process is to oversimplify the nature of error investigation.
When the focus shifts away from the technician, doesn’t another target of blame appear?  Doesn’t the
identification of a confusing procedure place blame for the mishap on another individual, perhaps the



procedure writer?  Might not the procedure writer, attempting to deflect blame, point toward his
management who required him to write that procedure in less time that he thought was needed?  How
would the procedure author react if someone showed up at his desk telling him that they were there to
investigate his error?

It did not take long for the designers of MEDA (Boeing and air carriers) to realize that what would really
happen in many event investigations is that the blame would merely shift from the erring employee to the
air carrier organization or the aircraft manufacturer.  Such a realization brings many concerns to mind.
Might the air carrier be putting itself at risk by generating error investigation reports that point the finger
at manageable factors within the carrier’s control?  Would error investigation reports be subject to
Freedom of Information requests?  With all of the misguided press coverage of Service Difficulty
Reports, might error investigation reports be even more sensational?  If we do not punish the employee,
will a plaintiff associated with a future related mishap view our previous mishap response as soft?

Human error investigation is inherently adversarial.  There are a variety of interests that impact the
proliferation of human factors investigation, many of which go well beyond a pure concern with safety.
Particularly when the air carrier or repair station takes internal responsibility for error investigation, the
risks of mis-use of a human-centered system lean strongly toward preserving the status quo.  It is not so
simple as hiring a human factors specialist to walk up to erring employees and say, “I’m here to help.”

4.        “Error investigation, though reactive, is the most pro-active tool
we have.”
The objective of maintenance error reduction, from the point of view of the FAA, is that maintenance
error reduction must lead to overall accident reduction.  Fifteen percent of large commercial jet accidents
have maintenance and inspection as a causal factor.  In most cases, this simply means maintenance error.
Yet, the question remains whether maintenance error can be reduced simply by correcting the deficiencies
found through accident investigation?  Modern safety theory, as well as common sense, say that the
answer is no.  This is particularly true where humans are involved.  One accident tells us how the human
erred under one set of circumstances.  Yet to prevent future, yet unknown accidents, we must be able to
predict how humans will err in a variety of settings.   Second, can prevention strategies be designed based
upon our current body of human error knowledge, thereby bypassing the sometimes-ugly world of human
factors event investigation?  The answer here, too, is largely no.  There is not a human factors specialist in
the world today who can walk into an airline’s maintenance operation and spot the precursors to that air
carrier’s most likely future maintenance-error related accident.  The maintenance environment is simply
too complex to lend itself to effective human error auditing.  This is not to say that “human factors” audits
cannot provide value; rather it is the quantifiable tie to specific human error reduction that is so illusive.

The figure below shows an accident model created by Professor James Reason of the University of
Manchester.12   The International Civil Aviation Organization and many governments and airlines around
the world have adopted this model which serves two useful purposes.  First, it illustrates how accidents
are not merely the result of unsafe acts of pilots, technicians, or ground crew agents.  Rather, there are a
host of upstream factors that eventually lead to an accident.  The decisions of executives, managers,
designers, and trainers create an environment that allows the accident to occur.

This model, in part, describes today’s view of human factors.  That is, human errors near the pointed end
of the arrow (e.g., pilots, and technicians) are ultimately shaped or affected by the system in which they
work.  This necessarily takes some focus off of the technician or pilot and onto the system and its



creators.

For accident reduction to ultimately occur, these precursors to error must be identified and fixed.  Yet
while Professor Reason’s model has gained universal approval, the model does not necessarily describe
how the precursors to accidents are to be identified in the first place.  It is this quandary that the systems
reviewed in this report are designed to address.  MEDA, ASRS, MESH, Round Tables, BASIS, AMMS
- none of these systems are accident investigation tools.  Rather, in terms of accident reduction, they are
all intended to help identify and manage those factors that might ultimately be the precursors to accidents.
All but MESH share a common approach in this regard; all use lower level event investigation to spot
contributors to errors that may ultimately be contributors to an accident.

MESH is based upon the same assumption that the precursors to incidents and other lower impact events
are the same precursors that would lead to an accident.  Yet, rather than look for contributors to error via
event investigation, MESH asks technicians and managers to spot the precursors directly.  The difficult
question regarding MESH is whether people can naturally spot what might eventually be a precursor to an
accident.  British Airways’ has found that analyses from MESH are at such a high level that they do not
provide the necessary specificity from which to build real-world prevention strategies.

Because the science of human factors has not progressed to the level of sophistication where
error-provoking factors can be readily spotted before an incident occurs, even by human factors experts,
we are left to event investigation.  Ironically, it is event investigation that will ultimately provide the data
and experience such that performance shaping factors could both be better understood and hopefully



quantified.

B.      Who, What, When, and Where?
If event investigation is one of our best hopes for reducing maintenance error contributions to aircraft
accidents, the next task is to answer how event investigation should be implemented.  That is, what events
should be investigated, what analysis should be conducted, and how should prevention strategies be
developed and monitored?

1.        “Maintenance error is the problem; human factors is one
possible solution.”
Throughout this report, two terms have been linked:  “maintenance error” and “human factors.”  It is
critical to distinguish between the two.  Maintenance error, as defined earlier, is about bad outcomes
caused by human error. 

In comparison, human factors is defined as:

“the technology concerned to optimize the relationship between people and their
activities by the systematic application of the human sciences, integrated within the
framework of systems engineering.”13

By this definition, it is clear that human factors can be concerned with much more than error.  For
example, the FAA’s Maintenance Human Factors Guide covers not only error management, but
workplace design to reduce carpal tunnel syndrome, methods to improve maintenance efficiency, and
even includes a chapter about sexual harassment in the workplace. 

The distinction between human error and human factors has caused problems in interpretation for many
within the industry.  To clarify, many of the groups who are working to prevent aircraft accidents are
changing the language of their programs to focus on error management.  For example, Frank Tullo,
Chairman of the ATA Human Factors sub-committee and flight operations executive at Continental
Airlines announced that Continental has redefined their human factors program as a “human error
management” program.

2.        “We must think in terms of reliability, not violations.”
From a regulatory perspective, the focus of human error inquiry has largely been the unintentional FAR
or procedural violation.  The FAA, especially in its legal view, considers each human error event a
serious breach of an airman’s fundamental duties as delineated in FAR 43.13 governing maintenance.
The pertinent portions are as follows:

§ 43.13 Performance rules (general).

(a)          Each person performing maintenance, alteration, or preventive maintenance on
an aircraft, engine, propeller, or appliance shall use the methods, techniques, and
practices prescribed in the current manufacturer's maintenance manual or



Instructions for Continued Airworthiness prepared by its manufacturer, or other
methods, techniques, and practices acceptable to the Administrator…

(b)          Each person maintaining or altering, or performing preventive maintenance, shall
do that work in such a manner and use materials of such a quality, that the
condition of the aircraft, airframe, aircraft engine, propeller, or appliance worked
on will be at least equal to its original or properly altered condition (with regard
to aerodynamic function, structural strength, resistance to vibration and
deterioration, and other qualities affecting airworthiness).

By these rules, one can easily argue that dispatch of an aircraft with a discrepancy caused by maintenance
error is in fact a violation of the FARs.  This rule quite literally requires perfection.  The problem is that
roughly 48,800 air carrier and repair station technicians make mistakes that put them in violation of FAR
43.13 each year.  Based on the following FAA Enforcement and Compliance Handbook statement, each
and every one of these errors, if known by the FAA, should result in a FAA investigation.

“Every apparent or alleged violation must be investigated [by an FAA inspector] and
appropriately addressed. … The agency has a wide range of options available for
addressing violations … from simple counseling and administrative action to formal legal
enforcement.”14

The FAA considers each of these 48,800 violations of such consequence that it has offered, through its
voluntary disclosure program, to provide immunity to those carriers who report these violations to the
FAA and develop comprehensive fixes for each event.

The reality, however, is that even with the immunity incentive only a tiny percentage of FAR violations
involving maintenance error are submitted through the voluntary disclosure program.  A pessimist would
suggest that only those events that might be discovered by the FAA and result in a significant fine will be
reported.  An optimist, however, would suggest that both the carriers and the local FAA inspectors realize
that in the final analysis not all maintenance errors are of equal importance.  That is, most maintenance
errors do not warrant a full-scale investigation and corrective action as required by the voluntary
disclosure advisory circular. 

Juxtapose this violation-oriented view with that of how the FAA has designed its oversight of equipment
failure.  Each failure of an aircraft part does not represent a violation of the FARs.  A hydraulic pump
failure does not result in enforcement action against the pump manufacturer.  The hydraulic pump
manufacturer is not required to self disclose this failure to the FAA and develop a comprehensive fix or
face punitive enforcement action by the FAA.  This is not to say that hydraulic pump failures are not
“managed.”  Rather, pumps are designed in anticipation of failure.  Aircraft are given three hydraulic
systems to ensure that loss of one or even two systems will not result in an aircraft disaster.  Failure rates
are tracked through an air carrier’s reliability program, with careful consideration of unanticipated failure
rates or failure modes.  Thus the vast majority of a large carrier’s 10,000 or more on-aircraft equipment
failures per year are tracked, monitored, and managed at the process level.  It is only those that endanger
safety of flight, a very narrow set, that are managed at the individual event level.

The important point is that on the human side, where human errors themselves are considered FAR
violations, it is both advantageous and necessary to distinguish between benign and flight-critical errors.
Not every maintenance error and corresponding FAR violation warrants a detailed review by a
partnership program team nor does it warrant a comprehensive fix.  To suggest that by addressing a single



event all related future failures can be avoided would be to suggest that after the first mis-set O-ring this
particular type of event should never again occur.  Perhaps corporate lawyers would argue such, but this
is not within the realm of reality.  The failure to properly seat a chip detector O-ring is best managed at
the process level through the analysis of systemic, error-provoking factors that lead to this class of event,
whether it be an engine chip detector O-ring or a hydraulic pump reservoir O-ring.  As stated earlier, a
large carrier may have tens of thousands of errors involving undesirable consequences (primarily
economic).  Of those, roughly seven per year per airplane involve conformity of the dispatching aircraft.
And of those, only a small percentage directly endanger safe operation of the aircraft.

3.        “It is the maintenance errors involving on-aircraft discrepancies
that are those most critical to flight safety.”
The preceding section argued that not all maintenance errors are of equal importance.  Consider the
pyramid below.  There are three levels of error: those resulting in an accident or major incident, those
resulting in on-aircraft discrepancies, and those resulting in no on-aircraft discrepancy.

accidents
and

major incidents

maintenence errors
leading to on-aircraft

discrepancies

maintenance errors not
leading to on-aircraft

discrepancies

Clearly, it is the class of event at the top of the pyramid that we are all trying to prevent.  Yet one can
easily argue that safety improvement will not come merely out of reactive investigation of these events.
Each system reviewed herein supports the notion that the contributing factors to the accidents at the top of
the pyramid may be identified through the contributors to the less critical events lower on the pyramid.
Further, no system reviewed was designed to be an accident investigation tool.  Rather, they were all
designed as methods to uncover the contributors to events of lesser criticality, thereby uncovering the
potential contributors to the more critical accident or incident.

The question for each system of course is, what events, below the level of accident and major incident,
are worthy of human factors investigation?  To answer this question, first consider the size of the two
lower levels of error.  As stated earlier, the typical aircraft averages seven on-aircraft maintenance
error-related discrepancies per airplane per year.  Taking numbers published by Northwest Airlines, those
not leading to on-aircraft discrepancies would be in the neighborhood of 25 to 50 per airplane per year.15

The distinction between those errors that do and do not result in an aircraft discrepancy is important.  In



typical U.S. carriers, the vast majority of aircraft discrepancies resulting from maintenance error are
already tracked and monitored through an air carrier’s program of continuing analysis and surveillance
pursuant to FARs 121.373 and 135.431.  It is not that these errors are all subject to a human factors
investigation (actually the vast majority are not), but air carriers track the delays, cancellations, and
required rework stemming from these errors.

For large-scale error management to have real credibility, particularly within engineering circles, the
population of events investigated must provide for statistical tracking of error. For example, to say that
200 investigations have been performed and prevention strategies have been developed for 90 percent of
these errors is not enough.  The data must be able to predict what future reduction in error or reduction in
cost will be realized.  This is what is required to justify a new more reliable hydraulic pump, and it is
what will be required to justify a new shift-turnover procedure.

The lower level of errors that do not eventually lead to an aircraft discrepancy represent additional cost
for the carrier, and ultimately may reveal the possible contributors to an accident.  However, from an error
management perspective they suffer from a lack of statistical validity and are more remote in terms of
aircraft safety.  In terms of aircraft safety, the fact that these errors did not make their way onto a
departing aircraft means that in some regard the air carrier’s process control has worked.  It could be
because the error was readily apparent to the technician, or because an inspection or functional check
caught the error before it could impact revenue service.

It is the errors that result in on-aircraft discrepancies that should be the focus of expanded error
investigation.  If we believe that all learning is to come from NTSB accident reports, we will be on a
tenuous foundation for achieving “zero accidents.”  Yet, the next level of event on the pyramid is not
mere random reporting of events by technicians.  It is instead those errors that get onto aircraft resulting
in some level of aircraft discrepancy that represent the next most critical class of error.  These errors are
more safety critical in that they have made their way onto a departing aircraft, and they are more critical
to the cost conscious air carrier who will likely pay a delay or cancellation price for the error.  These are
also errors that today need little extra investigation.  The technician who corrected to aircraft discrepancy
has already investigated the event.   What is missing in today’s typical post event investigation is WHY
the error occurred.

4.        “Maintenance error investigation, analysis, and corrective action
belongs inside the airline and repair station.”
As part of this research, most of the interviewees were asked a basic question: where does maintenance
error management belong?  To answer this question, many of the interviewees were shown the graph
below.



Maintenance Error Investigation, Analysis, and Corrective Action

Internal to
the FAA?

By a third-party
like ASRS?

Internal  to the air
carrier and repair

station?

Where does it belong?

None of the interviewees suggested that the FAA was the place for greater investigation and analysis of
maintenance error.  The Service Difficulty Reporting System is of course an option for additional data on
human error causation; however, the ability of the data to be mis-used by the media and the general lack
of resources within the FAA preclude it as the source of greater investigation or analysis of maintenance
error.  Even in the view of current and former FAA employees interviewed, the FAA does not have a
great track record in making productive use of data reported to it.  Rather, it is the FAA’s partnership with
air carriers and manufacturers that has provided the most benefit to the equipment side of aviation.

Interviewees did suggest that ASRS, the principal third party system in use today, is valuable in both its
ability to gain “truthful” information and offer needed protection against the strict liability imposed by
FAR 43.13.  Notwithstanding the strength of ASRS, however, the nearly universal agreement of all
interviewees was that error investigation, analysis, and corrective action belongs inside air carrier and
repair station operations.  The reasons are simple: it is where the problems lie and it is where the changes
must occur.  This is not to suggest that the FAA should completely turn over the reigns to the air carriers.
Rather, it is to say that it is the FAA’s job to set the standard, but it is the air carrier’s job to put in place
methods and tools to meet the standard.

5.        “Human error management should not be a stand-alone function
- but should be integrated into existing processes.”
Human factors has many meanings for air carriers, manufacturers, and the FAA.  To an aircraft designer,
human factors may mean that he is supposed to design his component taking the human user into



consideration.  It may also mean that he is supposed to have a Ph.D. in human factors reviewing his work.

In most U.S. air carriers, human factors is viewed as a special project.  A few carriers have hired human
factors specialists, while others have assigned focal points for the job.  Yet this should not imply that
engineers, planners, and managers are not working human factors issues.  Well before most maintenance
professionals heard the term “human factors,” engineering and maintenance professionals were working
to improve the reliability of the human process.  Required inspection items, Murphy-proofing, and fatigue
reduction through better shift patterns were all concepts that existed before our knowledge of “human
factors.”  The pertinent question here is “where does maintenance error investigation fit into the
maintenance and engineering organization?”

Overwhelmingly, the response to this question was that human error investigation should be integrated
into the quality assurance function of air carriers.  Quality assurance organizations are already responsible
for the overall effectiveness of the maintenance system; additionally, they are often well schooled in the
methods and techniques of reliability analysis.  It is only in the area of modern concepts of human error
causation that the typical quality assurance organization falls short.

6.        “Technician and ground crew use of ASRS should be
increased.”
ASRS holds a critical key to near term success of internal airline maintenance-error investigative systems.
ASRS provides the technician and ground crew agent the ability to share data he would not otherwise
share within his airline and also provides protection from FAA enforcement unavailable anywhere else.
Because many inadvertent maintenance errors result in a violation of FAR 43.13, there must be an
additional incentive for the technician to come forward to truthfully divulge his involvement in a mishap.
One can hardly profess that errors are shaped by factors in the workplace and still hold a technician
legally liable regardless of the circumstances of the error.  In the near term, it is through ASRS that
technicians may gain the protection needed to participate in internal airline event investigations without
fear of unwarranted FAA enforcement action.  As discussed later, this can largely be achieved by simply
informing technicians of the ASRS incentives.



V.  RECOMMENDATIONS TO THE FAA

One purpose of this report is to make recommendations on what the FAA can do to improve flight safety
through facilitation and oversight of maintenance error investigation, analysis, and corrective action.  The
specific recommendations that follow are provided with a few very large caveats.  It is imperative that
whatever the FAA does, it does it in partnership with the air carriers and the labor unions.  To that end,
should the FAA decide to proceed with any of the recommendations below, it should first put the
recommendations to industry critique.  However, partnership does not mean taking a back seat.  The
FAA, especially over the last ten years, has taken a passive operational approach to maintenance human
factors and maintenance error management.  If the FAA is serious about zero accidents, or even an order
of magnitude reduction in the accident rate, then it must consider a more assertive approach to fostering
improved human error management.  Significant reductions in maintenance error will not occur through
the FAA’s maintenance human factors research alone, but will only occur through the commitment of
resources to make maintenance error management more than a mere special project within U.S. air
carriers.  It is not that the FAA should be telling air carriers how to best manage safety, but it is the
FAA’s role to move the U.S. air carrier industry toward more productive human error management
processes.

1.        A Maintenance Error Specialist
The FAA should create a full-time position for a Maintenance Error Specialist within its
Flight Standards Service.

Within the FAA, human factors has largely been centered on the research efforts of the Office of Aviation
Medicine.  Within the Aircraft Maintenance Division of Flight Standards (AFS-300), the industry has
been faced with a number of maintenance human factors focal points attempting to squeeze maintenance
human factors into their already demanding jobs.  As maintenance error begins to be a more critical
element of safety management for U.S. carriers, the role of Flight Standards Service in facilitating air
carrier maintenance error management efforts cannot be overlooked.  Particularly in the area of
post-mishap error investigation, it is Flight Standards and Chief Counsel’s office that can set the tone for
how maintenance error events shall be addressed in a new human-centered environment.  The
Maintenance Error Specialist would provide leadership to the human side of FAA analysis and
surveillance initiatives (e.g., FARs 121.373 and 135.431) as well as provide guidance on FAA
maintenance human factors research initiatives.  The Maintenance Error specialist would be responsible
for promoting improved human error management techniques within air carriers and repair stations,
would provide training and be a resource for maintenance inspectors in the field, and would work closely
with Chief Counsel’s office and the Office of Aviation Medicine to ensure that all maintenance-error
related regulatory, enforcement, and research needs are uniformly addressed.  Through this position, the
FAA would project a clear philosophy toward maintenance error management.

2.        A Clarified Vision
Flight Standards and FAA Chief Counsel’s Office should prepare a clear and concise
policy regarding post-mishap Investigation and corrective action processes.



Since the inception of the Aviation Safety Reporting System, the FAA has helped carriers facilitate
improved event reporting, analysis, and corrective action.  Today, systems like SPAS and GAIN are in
development to help the FAA internally and the industry as a whole learn from the everyday mistakes of
its certified airmen.  Additionally, the FAA must begin to more actively assist air carriers with the
implementation of internal air carrier event investigation systems.  The Aviation Safety Action Program is
an example of this work.

Nevertheless, it is important for the FAA to occasionally wear the hat of a certified technician.  In
Appendix C, a sample letter describes for the typical employee what the air carrier and the FAA could
implement today to support improved error management.  While it may be an uncomplimentary
characterization of our approach to enforcement and discipline, the bottom line is that, the typical airman
simply does not understand what the FAA is trying to say.  For the benefit of the typical airman, there is
no simple explanation of what he or she should do in response to their involvement in a mishap.  Instead
they are forced to work with a complex network of Advisory Circulars and regulations that simply tell
technicians that they should be fearful of the FAA.  To the technician, there can be little partnership until
the FAA can clarify and articulate just what, in the interests of safety, it desires to see in the way of
post-mishap investigation and corrective action.

A comparison can be made with the United Kingdom’s Mandatory Occurrence Reporting Scheme
(CAP382).  By way of introduction to the program’s information and guidance is this statement by the
Chairman of the Civil Aviation Authority:

“The Authority gives assurance that its primary concern is to secure free and uninhibited
reporting and that it will not be its policy to institute proceedings in respect of
unpremeditated or inadvertent breaches of the law which come to its attention only
because they have been reported through the Scheme, except in cases involving
dereliction of duty amounting to gross negligence.

Where a reported occurrence indicated an unpremeditated or inadvertent lapse by an
employee, the Authority would expect the employer to act responsibly and to share its
view that free and full reporting is the primary aim, and that every effort should be made
to avoid action that may inhibit reporting.  The Authority will accordingly make it known
to employers that, except to the extent that action is needed in order to ensure safety, and
except in such flagrant circumstances as are described … above, it expects them to refrain
from disciplinary or punitive action which might inhibit their staff from duly reporting
incidents of which they may have knowledge.”16

These words, as compared to the varied guidance of the FAA, represent a relatively clear and concise
statement of policy.  Also, the CAA has taken a leadership role by also providing guidance to air carriers
within its regulatory control.

3.        Human Error Causal Concepts Training
All flight standards staff responsible for oversight of air carrier and repair station
maintenance, including AFS-300 and all principal maintenance inspectors and their staff,
should be provided human error causal concepts training.

The most important thing the FAA can do to promote maintenance human factors and formalized



maintenance error management is to lead by example.  The most obvious place to start is in the FAA’s
response to maintenance error events.  Will the FAA now look beyond the fact that a technician erred, to
WHY the technician erred?  Will the FAA consider the balance between the needs of human factors
investigation and individual accountability when it decides to take punitive action against an airman?

A very real problem today is that air carriers receive mixed messages from the FAA regarding
maintenance human factors, particularly with regard to post-mishap investigation.  Most FAA inspectors,
if not most of us in the industry, understand the benefits of a “human-centered” or “human factors”
approach.  However, a “human-factors” philosophy does little to provide guidance on how human factors
is to be integrated into the real-world operational setting.  Does it mean that technicians are no longer
accountable for their actions?  Does it mean that FAA inspectors should be looking for and correcting Jim
Reason’s error-provoking “swamps?”

With the help of the Office of Aviation Medicine and Chief Counsel’s office, the Maintenance Error
Specialist would create a one-day course on maintenance error management.  The training would include:

•      An introduction to the science of human factors

•      An introduction to maintenance error management systems and initiatives

•      Detailed instruction on modern event investigation techniques, both from a human
factors and a disciplinary/enforcement perspective

•      Introduction to, or review of, FAA policy regarding mishap investigation and corrective
action.

Starting with AFS-300, the Maintenance Error Specialist would train FAA principal maintenance
inspectors and their inspection staffs.  A primary goal of this training would be to change long entrenched
attitudes about why maintenance error occurs.  The training would provide a balance between external
causation and individual responsibility leading to the FAA’s maintenance staff developing a more
uniform and reasoned approach to human error management.  The training would further provide the
foundation necessary for implementation of the recommendations that follow.

4.        Air Carrier Human Factors Investigation
FARs 121.373 and 135.431 should be re-interpreted, given industry understanding of
human factors, to require more thorough causal investigation of maintenance errors that
impact the conformity of dispatched aircraft and/or endanger safety of flight.

Virtually all FARs are designed to promote people doing their job right the first time.  It is FARs 121.373
and 135.431 that recognize that both equipment and humans will sometimes fail.  Through FAR
121.373(a) and FAR 135.431(a), air carriers and repair stations working for air carriers, must have a
system of continuing analysis and surveillance that monitors and takes corrective action in response to
system deficiencies.  FAR 121.373 is as follows:

§ 121.373 Continuing analysis and surveillance.

(a)    Each certificate holder shall establish and maintain a system for the continuing



analysis and surveillance of the performance and effectiveness of its inspection
program and the program covering other maintenance, preventive maintenance, and
alterations and for the correction of any deficiency in those programs, regardless of
whether those programs are carried out by the certificate holder or by another person.

(b)  Whenever the Administrator finds that either or both of the programs described in
paragraph (a) of this section does not contain adequate procedures and standards to
meet the requirements of this part, the certificate holder shall, after notification by the
Administrator, make any changes in those programs that are necessary to meet those
requirements.

(c)   A certificate holder may petition the Administrator to reconsider the notice to make a
change in a program. The petition must be filed with the FAA Flight Standards
District Office charged with the overall inspection of the certificate holder's
operations within 30 days after the certificate holder receives the notice.  Except in
the case of an emergency requiring immediate action in the interest of safety, the
filing of the petition stays the notice pending a decision by the Administrator.

(Note: FAR 135.431 is identical to this regulation.)

It is through these regulations that the FAA should require enhanced human error investigation.  That is,
air carriers should be required to adopt a human-centered perspective to the maintenance-error-related
failures investigated under the 121.373 system.  It is here that maintenance error has been under-served
by investigations falling short in terms of human factors causal explanation.  For example, where today an
air carrier may stop an event investigation at the identification of a human error (e.g., engine in-flight
shutdown caused by B-nut not torqued), through an enhanced 121.373 or 135.431 program, the air carrier
would be required to investigate WHY the human error occurred.  

It is important to recognize that not all equipment failures and not all human errors within an air carrier’s
operation are currently investigated or analyzed under 121.373.  Nor does this recommendation suggest
that all human errors in an engineering and maintenance organization be subject to formal human factors
investigation.  Rather, in conjunction with the FAA maintenance inspectors from the air carrier’s
certificate managing office and guidance from the Maintenance Error Specialist, the carrier would
recommend what class(es) of maintenance error would receive enhanced human factors investigation
through its continuing analysis and surveillance system.  Statistics provided earlier show that errors
reflected in mechanical dispatch reliability (i.e., those impacting airworthiness) are on the order of 7 per
aircraft per year.  This would likely be the outer limit of the FAA requirement.

Recognizing that nearly all of these events might technically involve FAR violations, air carriers and
repair stations should be encouraged to have each technician under investigation avail himself of the
protection afforded by the Aviation Safety Reporting System (ASRS).  ASRS would gain valuable
information that could be used at the national level, and carriers could rest assured that their technicians
would not be subject to strict liability enforcement action resulting from their participation in an event
investigation.

Further, in recognition that human error causal data makes for sensational headlines, the data collected via
a 121.373 or 135.431 program would remain the property of the air carrier and would only be viewed by
the FAA Certificate Managing Office for the purposes of regulatory safety oversight.  This level of
review would be adequate for the FAA’s oversight function and yet would bypass many of the



data-sharing concerns of internal FAA databases.

Should an air carrier and FAA Certificate Managing Office so decide, it could use the current Aviation
Safety Action Program Advisory Circular (120-66) as the basis for such a continuing analysis and
surveillance program.  However, it should be noted that no re-regulation is required for this or the
following re-interpretation of FARs 121.373 and 135,431.  Rather, through paragraph (b) of FAR
121.373, the FAA would merely announce its recognition that today’s continuing surveillance and
analysis programs are inadequate to meet the challenge of the industry’s accident reduction goals.

5.        Air Carrier Human Factors Analysis
FARs 121.373 and 135.431 should be reinterpreted, given industry understanding of
human factors, to require statistical monitoring and corrective action of systemic
contributors to maintenance error.

In addition to requiring improved causal investigation of maintenance error, air carriers should adopt
methods to track both the contributors to error and the prevention strategies used to manage these errors.
Such a system for monitoring human error and its contributors would closely parallel today’s system of
mechanical reliability.  For example, a carrier may find that poor shift turnover is the most often
occurring contributor to maintenance-error related aircraft discrepancies.  Through its continuing analysis
and surveillance system, an air carrier would be in a position to develop and track the effectiveness of its
prevention strategies for shift-turnover errors.  Adoption of this recommendation would ensure that the
underlying systemic contributors to error, rather than the events themselves, are the primary focus of an
air carrier’s maintenance error management program.

It should be noted that neither of these recommendations relating to 121.373 and 135.431 systems
requires the use of any particular error investigation system reviewed in this report.  Rather, each carrier
must have a basic understanding of human factors and an agreed upon set of causal explanations that will
now be allowed within the context of error investigation.  That is, if we are willing to say that the
technician himself is not the probable cause of the event, then what will be allowed as the causal
explanation for a human error event?  The climate created by the CEO, the technician’s poor upbringing,
or a more narrowly defined class of possible explanations?  Once this has been resolved, the typical U.S.
air carrier’s engineering and reliability group has more than enough skill, in this author’s opinion, to
integrate human error causation into their existing reliability programs.

6.        Disciplinary and Enforcement Research
Flight Standards and Chief Counsel’s office should co-sponsor research to better
understand the effects of air carrier disciplinary systems and FAA enforcement policies
upon human error reporting, investigation, and overall system safety.

The subject of discipline has unfortunately been left to rhetorical debate, rather than scientific method or
analysis.  It is time that Flight Standards and FAA attorneys explore the nature of discipline and
enforcement through structured research.  Professor Jim Reason of Manchester University has said that to
have a safety culture, you must have a reporting culture, and to have a reporting culture you must have a
just culture.  Just what constitutes a “just culture”, however, has been largely left to unscientific debate.
That is, when does a person’s mistake move from mere human error into more culpable, blameworthy



behavior?  The author of this report is currently researching the issues surrounding discipline in
cooperation with a number of U.S. air carriers, labor unions, and FAA Flight Standards.  (FAA Chief
Counsel’s Office opted not to participate.)  Preliminary results of this research indicate that:

1)   people have more similar attitudes toward discipline than the rhetoric suggests, and

2)   accountability and discipline definitely have their place in the world of human error
management.

Nevertheless, the FAA should conduct its own disciplinary research so that the debate regarding the role
of discipline continues to grow more analytical and empirical, and less emotional and philosophical.  To
establish a safety culture, air carrier disciplinary and FAA enforcement standards must be developed that
will be understandable to the workforce and facilitate human factors investigation, yet still preserve and
foster individual responsibility.  The ASRS immunity provisions will work for now; however, as the issue
of discipline becomes more data-driven, more effective and easily understood disciplinary designs could
be developed for use by both the FAA and air carriers.

7.        Data-Driven Human Factors Research
With regard to maintenance human factors research and any further regulation of
maintenance human factors initiatives, Flight Standards should prioritize its efforts based
primarily upon safety-related concerns identified through FAR 121.373 and FAR
135.431 systems.

Given the distinction between “human factors” and “maintenance error” discussed earlier, is recognized
that the FAA maintenance research program may have many priorities that extend well beyond the
reduction of aircraft accidents caused by maintenance error.

Nevertheless, Flight Standards priority is flight safety.  Through the continuing analysis and surveillance
of 121.373 and 135.431 programs, air carriers will have a wealth of data on how often particular factors
contribute to error.  From a Flight Standards safety perspective, it is this data that should drive a large part
of the FAA maintenance human factors research dollars.

Again, this recommendation is not designed to change the current focus of the FAA’s maintenance human
factors research program, but only that Flight Standards itself establish its priorities for accident reduction
through the data collected and air carrier experience with 121.373 and 135.431 programs.

8.        ASRS Reporting
For those errors being investigated through an air carrier’s 121-373 or 135.431
continuing analysis and surveillance program, The Aviation Safety Reporting System
Advisory Circular 00-46D should be amended to change the 10 day reporting
requirement to begin upon “discovery” of the FAR violation.

Flight Standards Service should encourage further use of ASRS by maintenance
technicians, specifically including those errors first discovered by someone other than the



erring technician.

ASRS provides two benefits to aviation safety.  The first is the data on the frequency of particular FAR
violations.  This data, especially in the flight operations realm, is hard to gain except through voluntary
reporting such as in ASRS.  The second benefit of ASRS, and perhaps its most significant benefit for
maintenance error reduction, is that ASRS provides additional data on why errors occur.  This data,
especially when used as a supplement to the much more statistically valid data of a 121.373 or 135.431
program, will provide information as to why certain events occur that might not be so forthcoming
through an internal air carrier reporting or investigation program.  Yet, the current ASRS Advisory
Circular requires that the airman report his violation to ASRS within 10 days of the actual violation in
order for the airman to receive the enforcement-related incentive of ASRS.  It is this 10-day reporting
period that is a barrier to reporting many maintenance errors.  In particular, it is a potential barrier to the
maintenance errors that most endanger flight safety (i.e., those that get onto an aircraft without the
knowledge of the erring individual).  In many cases, the technician will simply not know of his own error
until after the 10 day reporting period has lapsed.  Understandably, the technician will be reluctant to
divulge what he knows if the underlying event does not come to his attention until after the 10 day
window of opportunity.  For this reason, the ASRS provisions should be modified to allow reporting to
ASRS within a 10-day window after the airman’s discovery of his FAR violation.

One potential problem associated with expanding the 10-day window to discovery of the violation is that
technicians may hide their errors until discovered by someone else.  For this reason, the discovery rule
should be tied to the implementation of enhanced 121.373 and 135.431 systems.  In this regard, only
errors unknown to the technician, until discovery, would be allowed protection.  Aircraft discrepancies
caused by technician error and knowingly dispatched with the aircraft would be excluded through the
“inadvertent and not deliberate” exception to the ASRS immunity provisions.



VI.  CONCLUSION

Maintenance human factors in some respects has unfortunately become the flavor of the month in safety
management ideas.  There are many FAA, air carrier, and airframe manufacturer personnel wondering
how to fill the maintenance human factors box in what they do.  They wonder how this new philosophy of
human factors is to be integrated into their individual jobs.  What has been missing in maintenance human
factors efforts over the past 10 years is a proper definition of the problem.  In regard to safety, this is
where the FAA must take the lead.

We have become stymied by our efforts to quantify accident reduction because maintenance-related
accidents already occur at an extremely low frequency and because maintenance and maintenance error
are so complex that is it nearly impossible to tie individual prevention strategies to an overall reduction in
accidents.  Yet, accidents like Aloha and Continental Express demonstrate that the potential for
maintenance error is alive and well in U.S. air carrier operations.  

The problem today is one of the chicken and the egg.  Maintenance error cannot be quantifiably managed
unless the culture and systems are put in place to collect the data from which productive and quantifiable
prevention strategies will spring.  Yet error management systems will not be put in place until business
managers can be convinced of the savings.

The systems reviewed in this report are far enough along in their evolution that little further development
is needed.  That is, the problem is not one of technology, but one of process and commitment.  Every year
in the U.S., roughly 48,800 commercial aircraft are dispatched in a technically unairworthy condition,
with discrepancies caused by maintenance error.  It is this population of data, if properly investigated and
analyzed, that can provide the basis for quantifiable maintenance error management programs.  It is these
events that will lead to the precursors of, and prevention of, the future Aloha and Continental Express
accidents.

The real question is where does industry want to be?  On the one hand, U.S. commercial aviation is
already one of the safest forms of transportation.  On the other hand, if industry wants to achieve zero
accidents, improved maintenance error management must be a part of the solution.  The recommendations
in this report provide the first steps toward broad-scale, quantifiable, and scientific management of
maintenance error.
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Appendix E - Voluntary Disclosure Advisory Circular

























Appendix F - Aviation Safety Action Program Advisory Circular
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